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Abstract. Digital Preservation has so far put its focus mainly on digi-
tal objects that are static in their nature, such as text and multimedia
documents. However, there is an increasing demand to extend the appli-
cations towards dynamic objects and whole processes, such as scientific
workflows in the domain of E-Science. This calls for a revision and exten-
sion of current concepts, methods and practices. Important questions to
address are e.g. what needs to be captured at ingest, how do the digital
objects need to be described, which preservation actions are applicable
and how can the preserved objects be evaluated. In this paper we present
a conceptual model for capturing the required information and show how
this can be linked to evaluating the re-invocation of a preserved process.
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1 Introduction

Digital Preservation deals with ensuring the long-term access to digital informa-
tion objects in the face of changing technologies or designated user communities.
So far, the main focus of research in this area has focused on digital objects that
are static in their nature, such as text and multimedia documents. There is
however the need to extend the research towards dynamic objects (such as in-
teractive art or video games), and beyond to whole processes and workflows.
The latter is an emerging topic especially in disciplines such as E-Science, where
data-intensive experiments form a core of the research. These experiments and
their results need to be verifiable to others in the community. They need to be
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preserved as researchers need to be able to reproduce and build on top of earlier
experiments to verify and expand on the results. A recent report underlines the
importance of Big Data, noting that it emerges as a new paradigm for scientific
discovery that reflects the increasing value of observational, experimental and
computer-generated data in virtually all domains, from physics to the human-
ities and social sciences [1], an aspect which has also been emphasised in the
so-called fourth paradigm [3].

Business processes frequently also need to be preserved for issues such as
liability cases, where e.g. a company needs to prove that it executed its processes
correctly, and faults did not occur because of their manufacturing.

Preserving complete processes and other types of non-static digital objects
calls for reassessing and extending current methods and practices. Important
research questions to be addressed include

– What needs to be captured at ingest? We need to go beyond single files
(and their metadata), up to potentially including and exceeding complete
computer systems (or at least a description thereof to be able to recreate
them at a later point), and any additional documents that might be needed
to understand and operate this process. However, many of todays processes
are not limited to single systems but make use of remote services enabled by
the Internet of Services (IoS) and Software as a Service (SaaS), and these
need to be captured as well .

– How do these digital objects need to be described? We need to characterise
not only single files, but several different aspects of the process. This starts
from a top-level where organisational parameters need to be described, down
to the technical description of the systems the process depends on, including
hardware, operating systems, software, and third-party libraries and services.
We introduce a process context model that addresses these two questions, by
proposing a set of aspects that need to be captured and means of storing
them in a structured way.

– Which preservation actions are applicable? In practice, there will be a need
for combining several different preservation actions, such as migration of
specifications and documents, code migration/cross-compilation, or emula-
tion of hardware or software utilised in the process.

– How can a preserved process be verified and evaluated? We need to ensure
that the execution of the (modified) process at a later stage is equivalent
to the original process. We show the applicability of a recent framework
developed for comparing original and emulated versions of digital objects [2].

The remainder of this paper is structured as follows. Section 2 introduces a
model to capture contextual information of a process. Section 3 then presents
a scientific experiment as a case study for a process, and demonstrates how
the context model can be applied. In Section 4, we discuss how verification of
preserved processes can be achieved. Finally, we presented conclusions and an
outlook on future work in Section 5.
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2 Capturing Process Context

Todays digital preservation approaches focus on preserving (mostly static) dig-
ital objects, and additional information about these objects. In terms of the
Open Archival Information System (OAIS) [4], this additional information can
be denoted as Representation Information, i.e. the information needed so that
Designated Communities can understand the digital object at a later point in
time, as well as Preservation Description Information (PDI), i.e. is the additional
metadata needed to manage the preservation of the objects.

The context of information needed for preserving processes is considerably
more complex, as it not only requires dealing with the structural properties of
information, but also with the dynamic behaviour of processes.

A successful digital preservation of a business process requires capturing suf-
ficient detail of the process, as well as its context, to be able to re-run and verify
the original behaviour at a later stage, under changed and evolved conditions.
This may include different stakeholders and parties, different or evolved enabling
technologies, different system components on both hardware and software levels,
changed services (or terms of service) by external service providers (potentially
caused as well by a change in technologies or components), and differences in
other aspects of the context of the business process.

To enable digital preservation of business processes, it is therefore required
to preserve the set of activities, processes and tools, which all together ensure
continued access to the services and software which are necessary to reproduce
the context within which information can be accessed, properly rendered and
validated.

To address these challenges, we have devised a context model to systemat-
ically capture aspects of a process that are essential for its preservation and
verification upon later re-execution. The model consists of approximately 240
elements, structured in around 25 major groups. The model is implemented in
the form of an ontology, which on the one hand allows for the hierarchical cat-
egorisation of aspects, and on the other hand shall enable reasoning, e.g. over
the possibility of certain preservation actions for a specific process instance. The
ontology is authored in the Web Ontology Language (OWL). We developed a
set of plug-ins for the Protégé ontology editor to support easier working with
the model.

Basically, this context model corresponds to some degree to the representa-
tion information network [5], modelling the relationships between an information
object and its related objects, be it documentation of the object, constituent
parts and other information required to interpret required to interpret the ob-
ject. Here this is extended to understand the entire context within which a
process, potentially including human actors, is executed, forming a graph of all
constituent elements and, recursively, their representation information.

The model was derived from the combination of two approaches. The first
approach was a top-down approach, utilising models from enterprise architecture
frameworks. Most prominently, we employed the Zachman Framework [11], a
schema for classifying artefacts. It consists of a two-dimensional classification
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Fig. 1: Zachman Enterprise Architecture Framework

matrix, where the columns represent communication questions (why, how, what,
who, where, and when), and the rows transformations, as shown in Figure 1.

For a bottom-up approach, existing taxonomies such as the PREMIS data
dictionary [9], as well as a scenario based analysis, have been employed. A number
of scenarios for business process preservation, from various domains, have been
devised, and their relevant aspects been identified. One of these processes, a
scientific experiment, will be described as case study in Section 3.

Two sections of this model are depicted in Figure 2. Each item represents a
class of aspects, for which a specific instance of the context model then creates
concrete members, which are then related to each other with properties.

Figure 2(a) details aspects on software and specifications. Technical depen-
dencies on software and operating systems can be captured and described via
CUDF (Common Upgradeability Description Format) [10] for systems which
are based on packages, i.e. where there is a package universe (repositories) and
a package manager application. Such an approach allows to capture the com-
plete software setup of a specific configuration, which then can be recreated.
Related to the software installed, capturing information on the licences asso-
ciated to them allows for verifying which preservation actions are permissible
for a specific scenario. Software and/or its requirements are formally described
in specification documents. Specific documents for a process are created as in-
stances of the appropriate class, and related to the software components they
describe.

Configuration, also depicted in Figure 2(a), is another important aspect,
closely related to software (and hardware). Maybe even more than the specific
version of a software utilised might influence the process outcome, can the specific
configuration applied alter the behaviour of an operating system or software
component. Capturing this configuration might not always be easy. Again, in
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(a) (b)

Fig. 2: Sections of the Context Model

systems that rely on packages for their software, these packages tend to provide
information about default locations for configuration files, which might be a start
for capturing tools.

Another important aspect of the context model deals with several types of
data consumed and created by a process, as seen in a section of Figure 2(b). We
distinguish between data that originates from hardware or software, and whether
this data is input to or output of the process, or created and consumed inside
the process, i.e. output from one process step and input for another. Capturing
this data is an important aspect in verifying that a re-execution of a process
yields the same results as the original process, as we will detail in Section 3. It
may be easily captured if the process is formally defined in a workflow engine. In
other cases, it may be more difficult to obtain, e.g. by observing network traffic
or system library calls.

Other aspects of the model cover for example human resources (including
e.g. required qualifications for a certain role), actors, or legal aspects such as
data protection laws. Location and time-based aspects need to be captured for
processes where synchronisation between activities is important. Further impor-
tant aspects are documentation and specifications, on all different levels, from
high-level design documents of the process, use-case specifications, down to test
documents, etc.

While the model is very extensive, it should be noted that a number of as-
pects can be filled automatically – especially if institutions have well-defined and
documented processes. Also, not all sections of the model are equally important
for each type of process. Therefore, not every aspect has to be described in most
detail.
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Fig. 3: Scientific workflow modelled in the Taverna Workflow engine

3 Case Study: Scientific Experiment

The process used in our case study is a scientific experiment in the domain of
data mining, where the researcher performs an automatic classification of music
into a set of predefined categories. The experiment involves several steps, roughly
in this order:

– Music data is acquired from online content providers.
– For this music data, genre assignments are obtained from websites such as

Musicbrainz.org.
– A web-service is employed to extract numerical features describing certain

characteristics of the audio files.
– The numerical description and the genre assignments are combined.
– This forms the basis for learning a machine learning model, which is finally

employed to predict genre labels for unknown music.

Besides these steps, several scripts are used to convert data formats and for other
similar tasks.

An implementation of this scientific experiment workflow with Taverna[7] is
given in Figure 3. Taverna is one of the most prominent scientific workflow man-
agement systems (SWMS) existing today. It allows scientists to easily combine
services (remote services or programs/scripts) and infrastructure for their re-
search, and have a complete and documented model of their experiment process.
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The process depends on several components that are not under direct control
of the researcher, most notably the web service used to extract the numeric
feature representation from the audio files. Also the software used for machine
learning frequently has new releases, and changes in the process outcome might
be due to bugs being solved or introduced. Thus there is the risk that that the
workflow might lead to different results at a later execution time. In such an
event, it is relevant to know that (a) something has changed, and (b) in which
component of the workflow it has changed.

In the Taverna implementation, scripts and commands that would have been
executed with the shell of the operating system have been migrated to scripts
in the Taverna-supported language beanshell, based on the Java programming
language. Note that this already constitutes some form of migration of the orig-
inal process, at the same time rendering it more platform independent. Taverna
is capable of capturing the data exchanged between the process steps as prove-
nance data, which can be stored in the Taverna-specific format Janus [6] (the
also available Open Provenance Model format [8] contains only information of
the invoked process steps, but not the actual data).

Through a series of iterations, we modelled this scientific experiment in the
above presented Context Model. Figure 4 gives an overview on the concrete
instances and their relations identified as relevant aspects of the business process
context.

As the scientific experiment is a process mostly focusing on data processing,
the majority of the identified aspects are in the technical domain – software
components, external systems such as the web service to extract the numerical
audio features from, or data exchanged and their format and specification. How-
ever, also goals and motivations are important aspects, as they might heavily
influence the process. As such, the motivation for the providers of the external
systems is relevant, as it might determine the future availability of these services.
Commercial systems might be more likely to sustain than services operated by
a single person for free.

Another important aspect in this process are licences – depending on which
licence terms the components of our process are released under, different options
of preservation actions might be available or not. For closed-source, proprietary
software, migration to a new execution platform might be prohibited.

A central aspect in the scientific process is the AudioFeatureExtractionSer-
vice, i.e. the remote web-service that provides the numeric representation for
audio files. The service needs as input files encoded in the MP3 format (spec-
ified by the ISO standard 11172-3). More specifically, as they are binary files,
they need to be further encoded with Base64, to allow for a data exchange over
the HTTP protocol. The web-service further accepts a number of parameters
that control the exact information captured in the numeric representation; they
are specified in the AudioFeatureExtractionSpecification, which for example also
covers a detailed information on how the extraction works. The service requires
an authorisation key. The operator of the web-service provides the service for
free, but grants authorisation keys that are non-transferable between different
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Fig. 4: Context of scientific workflow captured in the Context Model

researchers. Finally, the feature extraction service provides the numeric descrip-
tion as ASCII file, following the SOMLib format specification.

As a software component used locally, the WEKA machine learning toolkit
requires a Java Virtual Machine (JVM) platform to execute. The JVM in turn
is available for many operating systems, but has been specifically tested on a
Linux distribution, Ubuntu, version “Oneiric” 11.04. WEKA requires as input
a feature vector in the ARFF Format, and a set of parameters controlling the
learning algorithm. These parameters are specified in the WEKA documentation.
As output result, the numeric performance metric “accuracy” is provided, as well
as a textual, detailed description of the result. WEKA is distributed under the
terms of the open-source GNU Public License (GPL) 2.0, which allows for source
code modifications.

After this experimentation process, a subsequent process of result analysis
and distillation is normally performed, taking input from the experiment out-
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comes, and finally leading to a publication of the research in the form of e.g.
a conference or journal paper. This, again, may be modelled either as a single
information object (the paper) connected to the process, and thus to all data
and processing steps that led to the results published, or as a more complex
process in its own, specifically if a paper reports on meta-studies across several
experiment runs. This can be modelled via connections between the individ-
ual components, e.g. the paper (and its supporting representation information
network and entire context model) and the process context model.

4 Evaluation of Preserved Processes

One important aspect in Digital Preservation is the verification that the pre-
served object is equivalent to the original one, i.e. that the identified significant
properties are equal. This is also valid when preserving business process – fi-
nally, after capturing the context of a process, one needs to asses whether two
executions of the specific business process (or workflow), are equivalent.

A framework for evaluating whether two versions of a digital object are equiv-
alent is presented in [2]. To this end, the authors propose to measure and compare
significant properties of the original and modified object. Important steps in the
this framework include a (1) description of the original environment, (2) the
identification of external events influencing the object’s behaviour, (3) the deci-
sion on what level to compare the two objects, (4) recreating the environment,
(5) applying standardised input to both environments, and finally (6) extracting
and (7) comparing the significant properties. Even though [2] focuses mostly on
emulation of environments, the principles have also been discussed and are ap-
plicable specifically for entire processes, and will work virtually unchanged also
for migration approaches, when complex objects are transformed e.g into a new
file format version.

Relating to the framework for comparing systems presented above, external
events (2) in the scientific experiment can be the external system used – the
ones for providing the data, and the ones providing functionality such as the
feature extraction web-service. The level to compare two instances of a process
(3) is primarily on the interface between the different process steps. Provenance
data captured during process execution can be utilised to apply the standardised
input (5) to the current instance of the workflow. Significant properties in the
process are mostly the data output from the overall process, and from each
intermediate step. Provenance data should be able to capture these significant
properties (6).

The recorded provenance data can be utilised to verify whether the new
version of the process still renders the same results. To this end, as the evaluation
framework suggests, one can automatically reapply the inputs and verify the
recorded outputs, similar to what would be performed in automated software
testing. An example of the provenance data recorded for the two process outputs,
the percentage of correctly classified instances, and the detailed classification
results, are given in Listings 1.1 and 1.2. Note that some unique identifiers,
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such as URLs as namespaces, and identifiers for the workflow and specific data
elements, have been abbreviated for space reasons.

<rd f : Desc r ip t i on rd f : about=”{nsTaverna }/2010/workflow/{idWF}/ proce s so r /
Mus i cClas s i f i ca t ionExper iment /out/ C la s s i f i c a t i onAccu ra cy”>

<janus : ha s va lue b ind ing rd f : r e source=”{nsTaverna }/2011/
data/{ idDataGrp}/ r e f /{ idDataPort0}”/>

<r d f s : comment rd f : datatype=”{nsW3}/2001/XMLSchema#s t r i n g”>
Cla s s i f i c a t i onAccu ra cy

</rd f s : comment>
<janus : i s p r o c e s s o r i n pu t rd f : datatype=”{nsW3}/2001/XMLSchema#boolean”>

f a l s e
</janus : i s p r o c e s s o r i npu t >
<janus : ha s po r t o rde r rd f : datatype=”{nsW3}/2001/XMLSchema#long”>

0
</janus : has por t o rder>
<rd f : type rd f : r e source=”http :// pur l . org /net / taverna / janus#port”/>

</rd f : Descr ipt ion>

<rd f : Desc r ip t i on rd f : about=”{nsTaverna }/2011/ data/{ idDataGrp}/ r e f /{ idDataPort0}”>
<r d f s : comment rd f : datatype=”{nsW3}/2001/XMLSchema#s t r i n g”>

80 .0
</rd f s : comment>
<janus : ha s po r t va l u e o rd e r rd f : datatype=”{nsW3}/2001/XMLSchema#long”>

1
</janus : ha s po r t va lue o rde r>
<janus : h a s i t e r a t i o n rd f : datatype=”{nsW3}/2001/XMLSchema#s t r i n g”>

[ ]
</janus : h a s i t e r a t i on >
<rd f : type rd f : r e source=”http :// pur l . org /net / taverna / janus#por t va lue”/>

</rd f : Descr ipt ion>

Listing 1.1: Example provenance data of Taverna for the process output Classifica-
tionAccuracy (cf. Figure 3). The first RDF Description element defines the output
port ClassificationAccuracy, the second element contains the actual value of “80.0”.
Note that some identifiers have been abbreviated, marked by {...}

<rd f : Desc r ip t i on rd f : about=”{nsTaverna }/2010/workflow/{idWF}/ proce s so r /
Mus i cClas s i f i ca t ionExper iment /out/ De t a i l e dC l a s s i f i c a t i o nRe s u l t s”>

<janus : ha s va lue b ind ing rd f : r e source=”{nsTaverna }/2011/
data/{ idDataGrp}/ r e f /{ idDataPort1}”/>

<r d f s : comment rd f : datatype=”{nsW3}/2001/XMLSchema#s t r i n g”>
De t a i l e dC l a s s i f i c a t i o nRe s u l t s

</rd f s : comment>
<janus : i s p r o c e s s o r i n pu t rd f : datatype=”{nsW3}/2001/XMLSchema#boolean”>

f a l s e
</janus : i s p r o c e s s o r i npu t >
<janus : ha s po r t o rde r rd f : datatype=”{nsW3}/2001/XMLSchema#long”>

0
</janus : has por t o rder>
<rd f : type rd f : r e source=”http :// pur l . org /net / taverna / janus#port”/>

</rd f : Descr ipt ion>

<rd f : Desc r ip t i on rd f : about=”{nsTaverna }/2011/ data/{ idDataGrp}/ r e f /{ idDataPort1}”>
<r d f s : comment rd f : datatype=”{nsW3}/2001/XMLSchema#s t r i n g”>

1 2 : Hip−Hop 2 : Hip−Hop 0.667 (3 .359461)
2 2 : Hip−Hop 2 : Hip−Hop 0.667 (3 .294687)
3 1 : C l a s s i c a 1 : C l a s s i c a 0 .667 (2 .032687)
4 3 : Jazz 3 : Jazz 0 .667 (2 .536849)
5 1 : C l a s s i c a 1 : C l a s s i c a 0 .667 (1 .31727)
6 1 : C l a s s i c a 3 : Jazz + 0.667 (3 .46771)
7 3 : Jazz 1 : C l a s s i c a + 0.333 (2 .159764)
8 2 : Hip−Hop 2 : Hip−Hop 0.667 (3 .127645)
9 3 : Jazz 3 : Jazz 0 .667 (3 .010563)

10 2 : Hip−Hop 2 : Hip−Hop 0.667 (4 .631316)
</rd f s : comment>

Listing 1.2: Example provenance data of Taverna for the process output DetailedClas-
sificationResults (cf. Figure 3). The first RDF Description element defines the output
port DetailedClassificationResults, the second element contains the actual value, one
entry for each file tested, with the actual class, the predicted class, and the confidence
of the classifier in the prediction. Note that some identifiers have been abbreviated,
marked by {...}

Each listing contains two RDF Description elements, where the first one de-
fines the output port, and contains as a sub-element the identifier of the element
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containing the actual value, which is the second Description element in both
listings. With the identifiers used in the rdf:about attributes, it is possible to
uniquely identify the process step (and iteration, if the step is looped over) the
data originates from.

The provenance data can further be used for implementing a watch service
for software and external service dependencies, e.g. by periodically executing the
process with all historic recordings of previous executions, either as a complete
process, or for each process step individually.

5 Conclusions and Future Work

Preservation of business processes is a challenge that has so far not been tackled
by Digital Preservation research. However, there is a need to re-run processes at
a later time, for example in areas such as E-Science, or for liability issues when
one needs to show that a process was executed correct.

In this paper, we therefore presented a model to capture important aspects of
a process and its context, enabling to preserve the process for later re-execution.
We showed how this model can be applied to describe a process from the E-
Science domain, a scientific experiment in the area of machine learning.

Many aspects of the context model can be populated automatically, such as
the software dependencies and their licences. The evaluation and verification of
the preserved process is a challenge, but it can be easier performed in fully docu-
mented processes. This holds especially true if these processes are modelled and
executed in a workflow engines, where one can automatically record provenance
data to verify whether later executions of the process render the same results.

Future work includes development of software components to extract more
aspects of the business process in an automatic way, and modules to verify the
preserved process.

A research challenge will be the complexity of preserving processes which
might be composed of hundreds of parts and components, which all might have
dependencies on each other. This will require more refined approaches than tra-
ditional Digital Preservation offers today.
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