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1 Executive Summary

The goal of Deliverable 9.1 is to extract and define use cases and requirements for the scenario of
preservation of eScience processes and mathematical simulations in the contextadicle physics
simulations and datanalysis

To achieve this goal, thgathering of requirements was performed, starting with the identification of the

main problem faced by the stakeholdevghile executing analysis processes involvsigulations and

scientific data producedh the context of particle physiosxperiments, heir needs, their concerns, and
constrairts. Next, an analysis of their internal organisational environment and stakeholders was performed,
focusing on local experimental data analysis processes. The use case and processes used for the analysis
were modeléd in cooperation with LIP researchers working in high energy physics experiments, in order to
establish a real data analysis scenario. Additionally, a characterisation of the technical context and types of
data consumed and produced by the analysis preessvas performedlhen, a description of a concrete
analysis process was described and analyzed.

The analysis performed resulted on the definition of the requirements for preserving the processes
involved in the analysis of experimental data, and ondkénition of the use cases for digital preservation.
Through the establishment of preservation requirements and use cases, it is expected that the information
presented in this deliverable can have an impattthe experimentalparticle physics and-sciece
communities by raising awareness to the issue of digital preservation in the sereaiéeg processes.

This deliverable is a new version of the original deliverable submitted in M12, which was revised according
to the recommendationanade by the reviewrs during the year 1 review of thgroject, which are now
fully addresseddetails of what was improved can be checked inTablel).
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2 Introduction

LIP (Laboratory of Instrumentation adokperimental Particle Physitis a scientific and technical
association of public utility in the field &xperimental High Energy Physics and Associated
Instrumentation.LIP research fields have grown to encompass Experimental High Energy Physics and
Astroparticles, Radiation Detéoh Instrumentation, Data Acquisition and Data Processing, Advanced
Computing, and applications in other fields, in particular, Medical Physics. The main research activities of
the laboratory are developed within large collaborations at CERN other inernational organisations

and major infrastructures inside and outside Europe. LIP researchers search, observe and measure real
physical processes which may validate the current theories or raise new questions leading to new theories.
In order to achieve tis goal, it is essential to preserve the analysis done on thefdat&ferenceand for
enabling future research Therefore,the adequate archival of these research processes is of utmost
importance. The main objectives of this deliverable are to identifithin this scenario the preservation
problems, main use cases and requirements which will be the target for digital presernviagiachieve this
objective, we started by gathering the requirements which was done by identifying the main problem,
varioustypes of requirements, stakeholders and their concerns, the use cases and the processes targeted
for preservation.

2.1 Addressing of Reviewers Comments to Version 1

The present version of the deliverable is a revision of the M12 submission, as requestexieathl
review. Allrecommendationanade by the revieers were fully addressed, as describedrablel, which
lists the recommendations and respectisleanges made

Tablel: Description of changes taddress Y1 review recommendations

Recommendatior? Changes

Provide a formal, detailed, cleg A detailed description of a concrete case available for the use
specification of what needs to b scenarios detailing an analysis businessecpss in the context of a
done. Please provide more techniq international collaboration and respective data is provided in secboi
details that are relevant forthe | Formal functional and noefunctional requirements derived badeon the
TIMBUS ICT solution, formalis| analysis of the use cases are provided in sediion

requirements and a description of th
data and processes that will b
available for the use case scenarios

! http://www.lip.pt
% http://public.web.cern.ch/public/
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Align the requirements with th{ The description of a concrete scenario provided in seclmatisfies this|
objectives of the project. Thi recommendation. The scenario itself is part of an internatig
includes among others the need f| collaboration involving multiple organizations, of which LIP is.pahte
preserving business processes tlf functional and norunctional requirements described in sectiérare fully
span over the organization an| aligned with the objectives of the project and follow a gealiented
legislative boundaries. The use caq approach.

may complement each other, i.e., n
every use case has to reflect |
project objectives.

2.2 Structure of the Deliverable
This deliverable is structured s®vensections

e Section3 presents a summary of the research done at LIP, including the data, types of data and the
processing flow.

e Section4 analyses the scenario of |.\With anoverviewof the scenario anaf the main problem
that is beingdeak with. Then, the organisational chais definedand main stakeholdersof the
problem are identified, along with their concerrend the main constraints that should be taken
into consideration wherrying to solve the enounced issuedectiond continues withthe business
scenario use case and the analysis processes currently carried out AftefRhat, a summary of
the data representations was made.

e Section5 describes a concrete analysis process to allow deeper understanding of a general analysis
workflow.

e Section6 identifies the main requirements for preserving LIP data and processes, more specifically
the main issues of preserving the analysis procedsiewed by the bjectives to be pursued, and
the digital preservation use cases for this scenario.

e Finally, 8ction7 summarises our results and provides an oukidor future work.
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3 Problem Description

This section describes the overall context of the use case, namely the particle physics domain, the
collaborations taking place at the international level for performing large scale experiments, the analysis
proceses performed on the data producedhithe context of such collaborations, and the need for the
preservation of such analysis processes.

3.1 The Particle Physics Domain

Particle physics studies the basic constituents of matter and its interactions. The particle physics theoretical
models (like the Standard Model (Glashow, 1961; Weinberg, 1967; Salam, 1968; Englert and Brout, 1964;
Guralnik, Hagen, Kibble, 1964) or Superm®etry (Kane, 2003)) attempt to explain nature mathematically,

and by doing so, predict certain physical processes and behaviours. The goal of Experimental Particle
Physics is to search, observe and measure real physical processes which may validatetheheories

or raise new gquestions leading to new theories. The core of particle physics research takes place deep
inside matter where scientists look at its most basic constituents and study how they interact. There are
several approaches for doingistwhich allow studying different aspects of these processes.

In Experimental High Energy Particle Physics, accelerators are used to generate beams of highly energetic
particles which are made to collide against other particles, either in the form oktd farget or another

particle beam. As a result, very hot and high density systems, such as the ones existing at the beginning of
Universe (a few microseconds after the Bigng), are produced. The detion and measurement of the
number, type and propertis of particles produced by cooling down this very short life system provides a
unique window of opportunity to understand why matter looks today the way that it does.

In accelerator experiments such as the ones at the CERN Large Hadron Collid&wbH@&ams are made

to collide against each other inside huge complex particle detectors that measure the momentum and
position of the resulting particles. The higher the energy of the primordial beam, the deeply one can probe
into matter, and thus, the partie accelerators need to be very large. The CERN LHC has a circumference of
27Km and is buried 100 meters underground.

In Astroparticle Physics, the accelerator is the Universe. The Universe can accelerate particles from space to
energies which are stillat possible to achieve in an experimental controlled environment, given origin to
huge cascades of secondary particles as they interact with matter. Although no accelerators are needed,
these experiments still require complex particle detectors and speoiaditions such as deep underground
facilities, huge interaction surfaces, or space flight detectors.

% http://public.web.cern.ch/public/en/lhc/lheen.html
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3.2 Large International Scientific Collaborations in Particle Physics

Particle physics experiments require very complex instruments whose developmertcasttuction may

take many years. The creation of a new experiment includes the development of particle detectors, data
acquisition systems, data processing, and data analysis framewanlisare normally a joint effort that

takes place in the context ofarge international scientific collaboratiomemposed of research groups from
many laboratories This development and construction period may take more than ten years. The
behaviour of the experimental apparatus (its components, materials, geometry, atiena, electronics

etc) has to be thoroughly simulated to ensure that everything will perform as expected. Frequently smaller
experimental work is conducted to validate the preparation work as it is develdféd.data must also be
analysed and kept faieference. Thus an important part of the experimental physicist work is the research
and development towards the construction of the experimental appardtself. Due to the specific
characteristics of each experiment and the associated costs it is wikely that data obtained by a past

or current particle physics experiment can be fully reproduced in the near future.

The complexity of the particle physics experiments is reflected in the data, in the software and in the
analysis processes themselv@is makes the recovery of previous scientific work -tromal. Particle
physics experiments are built to search for evidence of unknown physical phenomena predicted in
theoretical models, or to study more deeply certain know physical processes usirfgridamental types

of data: the one that is acquired from the experimental apparatus, also called raw data; and the data that is
produced by Monte Carlo simulations according to the expected theoretical models.

The raw data has to be reconstructed and ggssed to produce digested event data with physics meaning.
Reconstruction is the process of going from the electronic signals left in the experimental apparatus by the
passage of experimental particles to the measurements of the particle physical gesunised in analysis.
From the reconstructed data several types of summarised data are produced for analysis

Simulated data is alsproduced by experiment specific software framewodither centrallyor in certain

cases locally. Simulation data is prodd@ccording to the theoretical modahat explain the fundamental
physical processes and the interactions that take place inside the particle detectors. Simulated data can be
more easily reproduced if needed, however this is a processing and data wa&eaask, and the complex
simulation frameworks used in particle physics may not ran easily in future computing environments

Many other different types of information are requiredas for examplecalibration data, detector
conditions, geometrical alignmerdf the detector, particle beam characteristics and many others. For
instance at CERRl the Earth tides affect the geometry of the LHC collider and have an effect in the beam
energy. Like tides in the ocean, the ground is aisbject to lunar attraction. When the Moon is full, the
Earth's crust actually rises about 25 cm. This movement causes the circumference of the LHC to vary by (a
whopping) 1 mm (out of 27 km, a factor of 0.000004%) but that's enough so that physicidtsonade it

into account. In atmospheric astroparticle experiments the meteorological and atmospheric conditions are
also extremely important and must be used as input for data processing.
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All these different types adataare in fact data productas they are produced by the central services of the
experimens collaboratiors for the benefit of allits members. Thenthese products are madavailable for

the physicists for analysidt is important to understand this boundary that separates central data
production by the experiments and the analysis processes. The first is fully out of the control of the specific
research groups, anid in fact, a black boxoperated by the experiment services that makes use of very
large computing facilities either central or distributed. The second is performed by the actual researchers in
their home laboratoriesand is designated aasnalysisor local analysiso highlightthe fact that is a data
processing flow that takes placeostlyinside a single research organization.

The analysis process starts effectively wiaetollaboration delegates to a specific research grdupm a

specific laboratorythe task to study a cégiin aspect of the experiment. The analysis is thus a process
under the responsibility of gingle organization. The physi¢gtin charge of performing the analysis will
choose the data products that are needed for the anajyaisl from them will produce datasets tailored

to its own research goalsThe objective of the TIMBUS wepkckage 9 is to support the digital
preservation of the analysis processes. These are the processes where the physics research actually
happens and which take plaee the research laboratories taking as input dgieoducts (reconstructured

data, simulated data, calibrations amsoftware) produced by the experimentszigurel depicts the hree

main blocks that constitute a particle physics experimand provides anintegrated view of the different

types of data that flows between them

a) Online systems: detectors, data acquisition, raw data recording, etc
b) Offline services: data simulation @processing as products for physics analysis consumption

c) Data analysis: process data products to extract knowledge

Experimental apparatus (particle detectors)

Data Acquisition Systems

Raw data

Experiment Central Data Processing Services (reconstruction, simulation, ...)

Experiment Collaboration
Data Production

v — > (ZCalbrationsm ~— ;—9
Reconstructe P I}

T Software | &

s 2 data Data geometry, .. b

c >

g E _

< v Data Analysis

Figurel: Generalflow of action in a typicakexperiment
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The Experimental High Energy Physics community in particular does not have a tradition of shdaitag its
publicly. Data from an experiment is usually owned by the collabordtienthe set of scientists thabuilt

a specific experimental apparatus (detecjotat ran that experimentOnce an eperiment data taking
finishes, thecollaboration is kept alive for a few years until all data analysis is finished and the
corresponding papers published. When all the known (at that time) scientific value of the data is finally
explored the collaboration ends and scientists move to nepeerients. Usuallghe data continues to be
owned by the collaboration and stays under the custody of one or more research groups and/or
laboratories. Since the usefulness of data beyond the lifetime of the collaboration was in past considered of
little value, the longterm preservation of the experiments scientific heritage has so far not been addressed
in a systematic way. This raises challenges at several levels, data preservation itself, data access, software
availability, policies etc.

3.3 Analysis Process Overview

A key aspector building the experiments andxtracting scientific knowledge out of experimental data is
the analysis processlthough highly important, thesare processes that happen at thggoup orindividual
researcher levelAssuch their preservation has not been systematically considered. Tipeseesgs are

often performed by researchers and/or students in the contextadheds, and might make use afata
products(reconstructedand/or simulated dataproduced n the context of interational collaborations. It
consists ofan iterative process during which analytic methods are appliedpecific data productsThe
analysis is refined and improved in steps that depend on the results of the previous step. Along the process,
new data resiiing either from the original real data or from simulat®is produced. This process may take
several years and even within this tiframe preservation issues arise: the analysis environment itself
unavoidably evolves; often analysis steps that werecessfully performed previously may become difficult

to reproduce some time later due to changes in the environment (software, hardware, configuration,
parameters, and versions).

There is also no systematic way for performing data analysis as it is inw@ya unique creative and
intellectual process. Thereforé¢he organisation and recording of all steps of the process is of utmost
importance but is left to the researchemDue to its iterative nature, it is frequently necessary to get back to
previous amlysis steps, and when this happens, considerable time and effort may become necessary to
understand and fix the issues that arise. Furthermore, when the thesis is finished considerable knowledge
about the specificities of the analysis process can beifdaste researcher that performed it leaves the
experiment collaboration. Therefor@reserving the data analysis process can be almost as important as
preserving the experimental data itself

¢ It can be of utmost importance to verify the analysis correctness and to dismiss any issues raised by
other researchers regarding its results.

e Analysis may need to be retaken in order to improve the precision of its results, apply new methods
or search fo new phenomena, in such case full understanding of the analysis process is essential.
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e It can be an important and valuable tool during the analysis iterative process

3.4 The Need for Process Preservation

In the past, it was wrongly thought that the potentiaf the data andthe results produced by an
experiment was exhausted within the lifetime of the collaboration. However there are many cases where
pastdata maystill be useful, namely:

e The scientific production from data analysis happening beyond the ehdhe experimental
programme, taking advantage of the whole data and better statissestimated to represenb to
10 per cent of the total scientific outcome. The final and most accurate results from the
collaborations are normally emergirfgom this final analysis effort, sometimes happening years
after the end of the experimental program.

¢ Evolutions in theories can lead to new predictions of physics phenomena that were not considered
when the data was analysed. Its experimental evidence can belshinsidethis data without
the costsassociated to building a new experiment

e The discovery of new phenomena may demand -amalysis ofxistingdata in search for things
not known at the timeof collection, thus enablingross chedkgthe results.

e New analysis techniques and Monte Carlo simulation models may create the opportunity to
reprocessxistingdata and obtain higher precision results.

e New ideas for studies may appear in contexts (kinematical ranges) only availableem old
experimental data

e Combined analysis by joining data from several experiments offers the possibility to reduce
statistical and/or systematic uncertainties, or even to perform completely new analysis.

The previous examples demonstrate th@eserving only the data is nogufficient! The analysis processes
performed on the data are valuable knowledge assets which capture pieces of the scientific process and
know-how that matter to preserveThe analysis processes are valuable due to their potential reuse in the
production d new knowledge: by scientists working on the same research gowyproject, involving
sometimes the modification of some parameters or input data; by other scientists working in other
research groups belonging to other institutions, but performing simiésearch; or by other scientists
working in other areas of research which can benefit from research done in a different area. In addition to
the reuse, preserving the analysis processes is of the utmost importance for guaranteeing the authenticity
and piovenance of the results obtained from the analysis of scientific data. Provenance allows the tracking
of the history and ownership of the experiment, and authenticity is a major factor in the validation of
scientific experiments.

Besides the analysis okgerimental raw data, the analysis related with research and development of the
experimental apparatus is also extremely important. These processes must be preserved because they
document the science behind many strategic and technical decisions thatno#uthe construction and
expected capabilities of each experiment:
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¢ Why certain materials or construction options were selected

¢ What types of interactions and in which quantities should be expected
e What is the expected precision of a detector

e What is theexpected signal to noise ratio

¢ What aging effects are expected along the lifetime of the detectors

e FEtc.

This information is important tacalibrate the experiment results and to help identify and understand
deviations from the expected behaviour. In additiexperimental apparatus technologies are often reused
in other experiments and for different purposes. Therefore this research wailglisyvaluable.

Although there is a clear need for preservation in the Experimental Particle Physics field, the asakne

the community to this activity is still very low study performed by CERN in the context of the PARSE
Insight project (Parse Insight, 2010) showed that 64% of the experimental physicists and 80% of the
theoretical physicists inquired believe thaatd preservation is very important. Less than 10% believe that

it is moderately important or irrelevant. About 40% of the physicists believe that important data has
already been lost forever. However the study also showed that only 7% of the physiciet& likht data
should be made available for preservation immediately after being produced and 40% believe that it should
be made available for preservation only at the end of the experiment lifetime. This last metric show the
lack of awareness in the commity about what digital preservation is, how it should be done and when.
Indeed, as showed in many studies (ITHAHEP, 2009; South, 2009; Bethke, 2010), the HEP community has
no coherent strategy for data preservation anduse.

Since 2008 an internatial group on Data Preservation for Highergy Physics (IGERHEP, 2009) has

been setup under the auspice of the International Committee for Future Accelerators (ICFA). This study
group reflects on data persistence and long term analysis in order to g@hanon vision on the issues and
possibly create a mukexperiment dynamics for further reference. A series of workshops has been taking
place yearly to exchange experiences between collaborations and research institutes. This group is focused
on presenation at the large experiment/collaboration level.

However, each analysis is most frequently performed within the context of a single research group at a
single research laboratory where it often becomes a confined process. Therefore preseteatiaigues

and policies are potentially more easily applicable to this context than to the wider
experiment/collaboration level targeted by the ICFA data preservation group, which is more targeted to the
preservation of experimental data and related parasrs.

The iterative nature of Particle Physics analysis is in fact common to many other scientific domains that
follow similar patterns and that as such may also benefit from the same solutions. Therefore we believe
that particle physics is a good candiddor demonstrating the advantages pfeserving complex scientific
analysis processes for lataplay, reuse, reengineer or rediscover activities
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4 The LIP Scenario

In this sectbn, an inrdepth analysis ofIP and its preservation concerns is carried out.

4.1 Organisation Description

LIP is a scientific and technical association of public utility that has for goal the research in the fields of
Experimental High Energy Physics and Associated Instrumentation.

LIP was created in May 1986. The birth of LIP hagy@deand boosted the efforts of an embryonic
community of Portuguese experimental particle physicists. CERN was the first international scientific
organisation Portugal has officially joined. The history of LIP is thus an unavoidable element of the history
of scientific research in Portugal. In particular, LIP appears with high relevance in the chapters devoted to
the internationalisation of and to the great development of advanced training in the last decades.

LIPhasabout 170 researchers, including 700#h in its Lisbon Coimbra and Minho sections. In 2001, LIP
became an Associate Laboratory of the Ministry of Science, Technology and Higher Education. Through LIP,
Portugal has been in the first row of the great particle physics projects of the last dedasleesearch
domains include today experimental particle and astroparticle physics, detector development and the
associated instrumentation, applications to medical physics and advanced computing. The activities of LIP
are developed in relation not onlyith CERN but with several national and international organisations and
large facilities in Europe and elsewhere, such a$, ENOLABGS], NASA AUGERand LUX

LIP main objectives are:

e G2 YIFAYGIFEAY Ada OdNNByid Ot aaArATAOIGA2Y 2F £€9E
international scientificommitteesand funding agencies;

e to continue (and if possible increase) the level of research work mediat LIFmeasured by the
total number of scientific publications in international journals, PhD thesis, Master thesis and
presentations in international conferences authored by LIP researchers on an yearly basis;

e to assure proper levels of sustainability in what regards fundirdyfarman resources at medium
and long term;

¢ to diverse funding sources by increasing the capacity to attract new funding independent from the
national funding agencies;

¢ toincrease LIP visibility and promote LIP reputation in the scientific community;

* European Space Agentytp://www.esa.int

> SNOLAB: Sudbury Neutrino Observalaporatory http://www.snolab.ca/

® GSHelmholtzzentrum fiir Schwerionenforschugtp://www.gsi.de/en/

"NASANational Aeronautics and Space Administratiotip://www.nasa.gov

8 AUGER: Pierre Auger Observatdyp://www.auger.org/

 LUXLarge Underground Xenon dark matter experiméattp://luxdarkmatter.org/home.html
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4.2 Scenario overview

LIP is interested in the lorgrm preservation and recovery of the Particle Physics data analysis performed

by its researchers. The goal is to enable the systematic archival of all the analysis steps in such a way that
facilitates its replg if and when the need arises. The motivation to revisit past analysis processes may
happen many years after the initial work had been performed and can be originated by researchers that are
unaware of the original analysis details.

A data analysis is a gecomplex process that may take months or years. The researcher takes & set o
summarised reconstructed dafeom the experimentgenerally in the form ofituples'® or root* files (these

are very popular data formats in particle physiagth collections ® sequential events, i.esetsof particle
interactions occurring in a brief span of time, typically recorded togebyethe detector These files are
reprocessedaccording to each researcher needs and goatsing specific software developed by the
collaboration or by the researcher himseHs a result, aw ntuplesor root files may be produced, which
are then usedy generic analysis tools suchthe ROOTToolkit?to build distributions of physical variables
like particle energy, charge, momentuppsition or massThe researcher may run macros inside the ROOT
Toolkit to performexperimentaland kinematic cuts, studgorrelations of differenphysical quantities and
producea huge number of histogramSimilarly, ige amounts of simulated data arésa produced by the
researcher so that the measured experimental observables can be corrdotethe experimental
acceptance and smearing introduced by the particle detector apparatus,aasdssthe real physial
guantities.

The analysis studiesuch asthe ones previously describedre intensive computing tasks that take
advantage of different infrastructures, either local or distributed across diffestgs and gathered
through a distributed computing middleware (e.g. grid). At local level, reseaals personnel laptops,
desktops and/or computing farms (Beowulf clusters). The choice of computing resources to use depends on
the exact actions to be performed. They can be executed interactively (in their laptops, desktops or in
dedicated servers) inessions that take a couple of hours, or in batch mode by launching arrays of high
intensive production tasks (jobs). These batch jobs generally process or simulate events and are submitted
to a Local Resource Management Systepirosome casedp a distibuted computing infrastructure and

may take several days or even weeks to complete. All computing resources run open source operating
systems (different Linux flavours) complemented by open source software and/or proprietary software
devebped by experimets but fully open for use inside the collaboration. The local computing operations
staff is responsible for maintaining the basic infrastructure including the software installations and must
ensure that they are kept updated, free of vulnerabilities ocws#ty issues, and that do provide the
required functionalities. The local infrastructure management is accomplished with the aid of fabric
management systems. At LIP, the coherence and cohesion of the software environment is checked and

1% http://wwwasdoc.web.cern.chiwwwasdoc/hbook/H1Ntuples.html
™ http://root.cern.ch/download/doc/ROOTUsersGuideHTML/ch11.html#d5e11281

2 http://root.cern.ch
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enforced through a automated mechanism developed in house. This guarantees that the different sets of
machines are kept controlled and inawkly 2 gy &Gl 6SZ K26S@OSNJ GKAA R2Sa
notebooks. The experiment specific software that is used on tophefltasic infrastructure is installed

locally by a dedicated expert (usually a local researcher that is more experienced in the collaboration
software), or via a remote (grid computing) job sent by the collaboration software managers to the local
grid compuing resources.

The data produced by experiments and owned by the collabordtien the set of research institutes that

work under a MoU (Memorandum of understanding) agreem&rormally replicated worldwide through
RATFSNBY (G Ay asing deditb@disorvices/(RleJRransfel Systains) wiigtiake advantage of
RSRAOFGSR ySGg2N] Ay LXIFOS (2 LINRPGARS DO AMeach O2yy
institute, the datais kept in files either across shared file systemgy.(&NFS, Lustté AFS) or in more
specialised storage systems (e.g. dCaGHBPM, castdr). In less frequent cases some calibration data can

be stored in databases (e.g. mysql, postgré®)e researcher will access these files either from his desktop

or from other systems at his institute. The researcher may copy or produce files in his own notebook as
well.

If a researcher needs a specifiata set not available at his local instituti&,can be easily obtained from

data repositories maintained for thigenefit of the collaboration. Therefore most institutes do not need to
store all the experimental data unless it is being used for an ongoing local data analysis. Even in this case
only a small subset tuned for the local analysis is temporally storedn§texperimental data that is not in

use is considered largely inefficient and unnecessary. In addition the cost of keeping this data in local
storage can be also very high. Therefore the institutes tend to keep only the data that is produced locally in
the analysis process and that cannot be obtained anywhere else. Local replicas of experimental datasets
are frequently erased when no longer required. For instance, in the LHC experiments each institute can
subscribe for specific data and automatically hake datasets copied to its facilities, when no longer
needed they can be unsubscribed and deleted.

An analysiss an iterative process full of advances and redraws generating intermediate data and studies to
sustain the decisions along the overall process. An analysis has no clear finish line, it is concluded when,
within the community, it is considered unbiasadrh any external effect. At this point, the results may be
published in a scientific article or thesis. The results from an analysis, independently if they are addressing
new physics phenomena or aiming to increase the accuracy of previous observatmasyays target of

huge scrutiny first by the collaboration and then by the international scientific community.

The need to replay an analys&a frequent situationFor instance, a scientific paper or thesis is published
announcing certain results, anthen years later, someone may need to refine these results with new

13 ustre: a high performance filesystehttp://www.lustre.org
14 dCache:a system for storing and retrieving hugeounts of datahttp://www.dcache.org

15 Ccastor:CERN Advanced STORage manatfer//castor.web.cern.ch/
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methods and techniques, or to perform the same study changing inputs because the knowledge has
evolved. Multiple conditions must be attained to make thiglysis resurrection possible:

¢ The experimental data must exist as well as a detailed description of its formats.
e The simulation software and libraries must exist as well as the required input data.
e The analysis software and libraries must exist as well as the required input data.

¢ The ewironment where all the programs were executed must be known, and systems to run those
environments must exist.

When the experiment finishes someone (one institute) assumes the responsibility for the data custodial.
However there are no clear rules, framerks or standards for the long term responsibilities related with

the data storage and/or data accesBhe availability of the data requires archiving it safely for indefinite
term jointly with enough information about its format and the tools or librarieecessary to access it.
There have been cases of information stored with proprietary tools or in media formats that are no longer
available making the data recovery extremely difficult.these scenarios we assume that the experimental

data will be alvays available, either because there are copies at LIP or because the researcher will be able
to access it from some other location. From the LIP (or other institute) point of view its preservation is a

concern delegated to the collaborations themselvekr&NJ G KIFy (G2 GKS LI NI AOALI G

Once the experimental data is available to a researcher that is willing to retake an analysis, the next steps
would be:

¢ To know what actions were performed in the context of the data analysis, namelyprgrams /
scripts were executed and when, and what data was used as input and output in each action. This
will enable to determine what the sequence of actions within an analysis task was.

¢ To determine what versions of programs / scripts / files werailable in a given date in the past
and used in the data analysis tasks.

e To replay all or some of the analysis actions byurening the same programs / scripts under the
same conditions as the original researcher did it in a given date in the past. @mbing
adapted/modified versions of this same programs, and/or by using different data sets.

This scenario implies that all user programs, scripts, tools and libraries in source code and binary format
should be stored with enough documentation to enahletlier changes, and to replay all the steps in the
analysis. Moreover, the operating system environment including the development tools, generic libraries,
and the specific experiment software framework must also be archived. The format must be sudh that i
can be later restored to a machine either physical or virtual and rerun. This is a complex problem that could
be deconstructed in two ways: address what has to be preserved from an infrastructure point of view; and
determine what has to be preserved froan application / user point of view.

The infrastructure preservation points towards building a repository for the different types of infrastructure
services currently in use. These services include preservinginfetanation and copies of the operating
systems, compilers, libraries, tools and analysis tools developed within the research community notably
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ROOTToolkit Geant4® and others. This would allow reproducing a system or systems with the same
architecture either physical or virtual to enable theadysis restrection.

Many analysis processes may require considerable processing capadiipm some cases distributed
computing nfrastructures(DCl)can be usedDstributed computing technologyas used by the CERN LHC
Computing Grid antty many otherscientific collaborationsincreaseconsiderably the complexity of this
scenario. In such a scenario preserving the data, software and running environment becomes a much
complex problem. Such distributed computing infrastructures are being widely adopteliiwide. In
Europe the National Grid Initiatives are offering scientific computing services that explore the potential of
joining distributed resources across organisations. Therefthie same type of problems described for
distributedcomputing in paticle physics ar@ow emerging in many other scientific domains.

Unfortunately many experiments develop their own distributed computing environments that run on top of
the DCI thus creating a black box effect. This is the case of the LHC experimentsisengrsubmit their
jobs through CERN web interfaces. Thadedicated software environmentsontrolled by the experiments
central servicedide and coordinate the infrastructure resources thus making extremely difficult to plug
any type of externasoftware Forthesereasors, at this stage iwerydifficult for LIP to include LHC grid use
cases in TIMBUS.

The preservation of the user context is a complex challenge. In order to determine the exact analysis
workflow, one would need to assess the user environment at the time of the analysis, user activity history
and log, what commands were executed and wheser application snapshots, binaries and configurations
files, what the user application did, what inputs did it needed, what files did it open, what files did it
generated and where were they stored. The capture of all this information and its presenading time
implies the registration and monitor of user activities with obvious issues concerning privacy and
intellectual property. In this case, we could foresee a scenario where it is the user who triggers thgstart

of the preservation processes @rontrols the actions that need to be recorded.

Regardless of the actual method used to capture and archive the whole analysis process and related
environment, it must be easy to use, and as much transparent andintarsive as possibleas the
researclers are not going to understand, iin a first moment,as a main priority for them (digital
preservation is a long term strategic requirement of LIP, but not a gkam concern of the researchers

until they can be really convinced of its benefits, whashto be provided to them as a service with a
minimal costin terms of required effoit

4.3 Organisation chart

This sectiordescribes theorganisational structure of LIFigure2 depicts the organisation chart, which we
now describe. TG LIP General Assemhly constituted by all associates enjoying full membership rights,
gathering on a yearly basiEhe institutions represented in LIP General Assembly aré&timelacdo para a
Ciéncia e Tecnologi@ounder), Universidade Técnica de Lisbtniversidade de Lisbp&niversidade do

1® GEANTA4, http://geant4,cern.ch
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Minho, Universidade de Coimbemnd Associacao de Empresas Portuguesas do Sector Eléctrico e Electronico
(ANIMEE)This Assembly has the competence to elect LIP Management Board and LIP Fiscal Council; vote
LIP yedy statement of accounts, LIP yearly reports and LIP yearly plans produced by LIP Management
Board; vote the annual and pluriannual investment plans and budgets; vote the Fiscal Council appreciation
for the relevant yearly exercise; deliberate regardihg admission of a new associates or the exclusion of
present associate; define the membership fees; change LIP statutes and regulations and authorise
collaborations with national or international enterprises or institutions.

LIP General

Assembly
Management Fiscal Council
Board
1 1 1
s International
Scientific Adviso ientifi
1
Committee ; Yy Scientific Areas
Commitee
[
Administrative
Services
Experimental r
Particle Physics Astrophysics
Instrumentation Medical Physics
Advanced Outreach and
Computing Training

Figure2: LIP organisationtaart

TheFiscal Coundi the body with the responsibility to examine LIP statement of accounts, and present its
appreciation to LIP General Assembly. LIP Fiscal Council has the right to examine all this &oais and
request access to any documentation find useful for the exercise.

The Management Boards composed by a President and several Directors, reaching a maximum total of
five persons. LIP Management Board may support their decisions based oisthiesibns held inside LIP
Scientific Council or on feedback provided by the Administrative Department. LIP Management Board roles
consist in manage the daily activity of the institution; manage the institution assets; define the main
research guidelinef the research activity; elaborate internal regulations, best procedures and practices
for the daily operation of the institutional departments; guarantee the cooperation of all institution parties;
write the institutional yearly reports and present thestitutional plan for the next year.
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The Scientific Committeds a consultative body composed by staff persons with a PhD degree (or
equivalent) or qualified as auxiliary researchers or auxiliary professors. It meets twice a year but discussions
are held dfline all the time. The Scientific Committee main responsibilities@provide a binding opinion

on the proposed annual budget, yearly report and yearly plan prepared by LIP Management Board,;
contribute to the development of the institution scientifigolicy through the discussion of strategic
development lines and investment priorities and the preparation of documents for guidance; propose new
areas of research; provide an appreciation on the human resource management policy including approve
regulatins for the recruitments of researchers; defend the legitimate interests of researchers in the
institution; discuss and contribute to the development of guidance on all matters which concern life and
activities of the institution.

The International AdvisonBoard Committees an external body composed by wktfiown international
scientists with recognised work in LIP areas of expertise. Its aim is to audit the quality of the scientific work
developed within the laboratory and determine its impact in the stifee community.

The Administrative Serviceare responsible for making the accounting which involves the creation of
financial records of business transactions, flow of finance and summarising the financial position of the
business at a given momenttime. These administrative duties are done by secretaries.

Other HighEnergy Physics laboratories may have different structures as they depend on national legislation
and regulations. Still the LIP structure has been inspired on similar research oligasizatEurope. The
upper management structure is thus common to many scientific organizations that also have a general
assembly, management board, fiscal council, international advisory committee and scientific committee.

As any other laboratory, LIP aslles to the research collaborations by signing memorandums of
understanding that define obligations and rights. Under these agreements LIP can participate in the
collaboration research activities. For experiments this means the right to analyse datathaedmmditions
specified by the collaboration. For each experiment an LIP research group is created encompassing the
researchers that wish to participate. These researchers have to apply to become members of the
experiment collaboration. An LIP researctdwes not have access to all data and software from the
experiments in which LIP participates. Researchers can only have access to data and software from the
experiments of which they are officially members. Furthermore the collaborations may enforcencertai
rules, for instance researchers that are members of one experiment may not be also members of a
competing experiment. Confidentiality requirements in High Energy Physics can be strong and in certain
cases researchers from different experiments cannoinesteare offices.

4.3.1 Scientific Areas

LIP provides a home for Portuguese particle physics researchers from many origins. Most of the LIP
researchers are students with grants and teachers from Universities that choose to perform their research
at LIP. Theref@ most research groups are quite independent has they submit and manage their own
projects that support their participation in experiment& his results in the natural existence different
ScientificAreasof research.The division in scientific areas with several research groups that participate in
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different experiments is also common to other laboratoridie areasof collaborationsat LIPinclude
Experimental Particle Physigsstrophysicsinstrumentation Medical Physics Advanced Computingand
Outreach and Training

4.3.1.1 Experimental Particle Physics

In the area ofExperimental Particle Physidie participationin the CERN Large Hadron Collider (FHC)
research programme ia key activity LIP participats in the two largest LHC experiments, ATt®Asd

CM$°, andhas invested15 yearsof work in their preparation. The LHC and its experiments are considered
to be the largest and most complex scientific instruments ever built. LIP is also participating in the
COMPAS%experiment also at CERN, in the HADE®eriment at GSI in Germany.

4.3.1.2 Astrophysics

ConcerningAstrophysics LIP is a member of the Pierre Auger Observatory, the biggest worldwide
observatory dedicated to high energy cosmic rays studies. It also parésifatthe AM%& experiment,
installed in the International Space Station, and searching for evidence of antimatter through the study of
(not so energetic) cosmic raySince 2004, LIP in an important key player near the European Space Agency
with its studies on environment radiation in space, through contracts also involving the Portuguese industry.
In the neutrino oscillation field, LIP is involved in SNO+ located in the world deepest underground
laboratory in Canada. The experiment in a successor of SiMOsheuld start to collect data from solar
neutrinos in 2013 in order to increase the precision of the current neutrinos models.

4.3.1.3 Instrumentation

Since high energy physics has strong dependence on experimental apparatus most laboratories develop
know-how on technologies relevant for the construction of particle detectors, related instrumentation and
computing in identical ways as it is done at A®.for thelnstrumentationfield, LIP has a long history in
radiation detectors profiting from the experienad a group dedicated to the study of gaseous detector
since the 1970s. The activities over the last 25 years include the development and upgrading of new
detector types using different technologies, but also the design, construction and operation of gomple
detectors for international projects. The LIP expertise and leadership in the development of RPC particle
detectors is internationally recognised. LIP has also competence in the development and characterisation of
other types of particle detectors sucls gaseous detectors, electromagnetic and hadronic calorimeters.

4.3.1.4 Medical Physics

" LHC: Large Hadron Collidettp://Ihc.web.cern.ch/lhc/

18 ATLASA Toroidal LHC Apparatustp://www.atlas.ch

19 CMS:Compact Muon Solenojthttp://cms.cern.ch

2 COMPASEOmmon Muon Proton Apparatus for Structure and Spectrosdufpy//wwwcompass.cern.ch
L HADESHigh Acceptance Hilectron Spectrometehttp://www -hades.gsi.de/

%2 AMS: Alpha Magnetic Spectrometétp://ams.nasa.gov/
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In the field ofMedical PhysicdLIP is involved in two major projects related to medical imaging, namely on
positron emission tomography. The aim of both projects is to emeethe position resolution decreasing at

the same time the radiation dose delivered to the patient, and the examination exam. APBEilron
Emission Tomographgran for mammography based on crystal scintillators is currently in testing phase by
ICNASIn Universidade de Coimhrdhe other project is based on RPCs and a prototype is already being
tested on small animals while full body human prototype is being planned. In this field, LIP also has a strong
activity on radieprotection, radiology, radiothepy, and environment radiation collaborating with the
community linked to biomedicine and health technologies including scientific and industrial partners from
several countries.

4.3.1.5 Advanced Computing

Concerning the area dhdvanced Computinghe LIP comping group centres its activities around three

main topics: the operation of the Portuguese Tiefor the Worldwide LHC Computing Grid (W& @)e
operation of a national grid computing service integrated in the Iberian grid infrastructure (IBERGRtD)

the participation in the European Grid Initiative (EGIThe Portuguese WLCG T2eshows an excellent
performance. During 2010 it was the 8th largest processing capacity provider among the ATLAS and CMS
Tier2 centres worldwide. In the context of tHeortuguese national grid initiative, LIP opemathe main

node for grid computing (NCG) the largest scientific computing infrastructure in the country. This centre is
providing computing capacity to research communities from multiple scientific domains including the LHC
experiments. The cooperation witBpain in the context of IBERGRID provides a platform for a common
participation in the European Grid Initiative (EGI), and sharing of computing resources between both
countries. LIP has European wide responsibilities in the execution of important E@I @lsks to be
accomplished jointly with Spain in the context of IBERGRID. The same team that composes the LIP
Advanced Computing group also operates the LIP information technology services and infrastructures.

4.3.1.6 Other areas and activities

LIP has a mechasiovorkshop in Coimbra specialised in building precision mechanic components for
detectors and equipment for vacuum and cryogenic systems. LIP has also a small laboratory focus on fast
electronics to support and create synergies in intersection areas betweedifferent projects.

Finally, LIP has an area of Outreach and Training which includes dissemination activities towards students,
teachers and the general public.

4.4 Stakeholders
In this section, we describe the stakeholders that have the responsibilitarrying out the processes of
data analysis. These stakeholders are: the IT Manager, which is responsible for administrating the infra

BWLCG: Worldwide LHC Computing Grith://wlcg.web.cern.ch/
**|IBERGRID: Iberian Grid Initiatiketp:/ibergrid.lip.pt/

® EGI: European Grid Initiativiettp://www.egi.eu/
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structure supporting the analysis; and Student/Senior Researcher, which is responsible for carrying out the
analysis.We now provide an htlepth description of the mentionedtakeholders, including particular
digital preservation concerns that they aim to satisfy and the different aspects that might constrain the
effective addressing of their concerns, which might rarrgenftechnological to organisational aspects.

4.4.1 IT Manager (Administrator)

The IT Manager (Administratoractor manages the data centre and is responsible for the hardware,
a2F06IFNB YR O2YYdzyAOIFIGA2YyaQ Ay TN} appoitheDtiedsbiBods | S )
used by the researchers, the data preservation context imposes additiophtations.

If by one hand the IT members can minimise the current effort devoted to support users in recabeiing
analysis, on the other hand it requgea service restructuring and some dedicated infrastructure
investment. The analysis preservation points towards building several repositories layers: to store
information about the research actions; to store information about the digital objects prodbgethe
researchers; and to store information about the different types of infrastructure services used by the
researcher. This last part may be the most complex and costly one since it include preserving and managing
meta-information and copies of the opating systems, compilers, libraries, tools and analysis tools
developed within the research community, and the deploying of specific vergibisuch frameworks on
demand.Table2 describes the concerns of this stakeholder and possible constraints to the addressing of
the concerns.

Table2: IT Manager (Administrator) stakeholder concerns atghstraints

Stakeholder Concern Constraint

CNL1. Apply Standard policy and rules for preservation CT1. The policy an
rules are not enougk
and aligned in order tq
reach the goal o
preservation,

CN2. Have an information system (tool) to track and mon
all the information of the analysis steps done by {
researcher. Thistool can help LIP to improve operatir
efficiency through process standardisation, reduce lab
costs and increase capacity. Also it could manage predicl CT2. The tool is not ab
and repeatable planned sample, test and study workflo| to track and monitor al
and then store these datasets efficignthnd securely in { the information of the
database. analysis work steps,

IT Manager

(administrator)

CN3: Have a system to track all the details and changes CT3. The tool may nq
happen in the LIP computing infrastructure so that p| be reliable enough.
environments can be easily reproduced for the purpose
resurrecting previous analysis.
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4.4.2 Student/Senior Researcher

The Student/Senior Researchisr responsible for performing the analysis or retaking the analysis from a
previous researcher. The preservation of the analysis (preservation of information about the workflow of
actions performed by the researcher, the preservation of the environment where those actions were
executed and the preservation of the intermediate afital digital objects produced during the research
activity) must bea winwin situation for theresearch groups and for the individual research&rge obvious
advantages for the researchers is that it becomes possible for them to easily go back emditeons of a

past local analysis, reproduce it or redo it if necessary with minimum effort. This is something that is
presently done at very high cost since it is a time consuming process. Moreover, the success of the analysis
revisit is dependent of thénformation that the researcher or research group were able to capture at the
time the analysis was done, and how they can access it during the revisit. Another important advantage is
that, if a key researdr leaves the institution or the group where was working, his work is partially
preserved, and someone else can continue it with minimum effort. All those advantages will, at the end,
lead to better and more accurate scientific results since it is possible to-chesk ad correlate different
analysis.Table3 describes the concerns of this stakeholder and possible constraints to the addressing of the
concerns.

Table3: Student/Senior Rsearcher stakeholder concerns and constraints

Stakeholder Concern Constraint

CNa3. Preserve local analysil CT4. Unable to Preserve the analysis user progr
tools, scripts, libraries in source code and bin
formats, the operating system environment details, t
sequence of actions within an analysis task (lo
analysis or workflow of the analysis).

CN4. Reuse of the same dg
or process for new research
CN5.Guarantee authenticit
and trustworthiness ol
ingested data CN6. Datg CT5. Unable to maintain the sequence steps of the |

Transfer analysis work
Student/Senior

CN7. Prove the correctney CT6. Unable to rase and load the data for the ne
Researcher

of the analysis process itsg research due to the damage/corrupt data frothe
if later needed previous research or due to the inexistence of caps
hardware.

CT7. Lose any content or context, during the trans
information between organisations.

CT8. Privacy concerns regarding what actions and
is effectively preserved.
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4.4.3

Finally, thelnstitution Managelis the manager of LIP, which has to ensure that the goals of the organisation
are achieved. The day to day business is run smoothly and to remove any obstacle which come on the
way. Table4 describes the concerns of this stakeholder and possible constraints to the addressing of the

Institution Manager

concerns.

Table4: Institution Manager stakeholder concerns and constrasnt

Stakeholder

Concern

Constraint

Institution
Manager

CN7. The preservation is alsc
win-win situation for the
manager since it guarantig
that the scientific knowhow
produced within the institute
continues inside the institute
and does not leave evehthe
researcher or research grou
migrates to somewhere else.

CT8. Adapt the organisation employees to {
preservation tools and rules in the future is a very h
work, and have risks to fail.

CT9. High resistance tiie researchgroupsto accept
digital preservation todandpolicies

CT10. Not enough financial capacity to perform
complete preservation of the whole processes ¢
related data.

CT11. Legal issues (IP, etc) arising from the access
preserved data.

45 LIP Business Scenario Use Cases

This section describes the high level use case of théhaWrthe data is obtained, analysed, and produced
by a student or senior researcher, as showrigure3. Table5 provides a description of the actors and

Table6 provides a description of the use cases.

uc LIP Use Cases /

/

LIP

UC-LC-1 -

Software

UC-LC-2 -

Student/Sem

Researcher

Analyze Data

UC-LC-3 -

Produce Final
Data

Figure3: LIP ligh-level use case
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Table5: Description of the actors involved in business scenario use case
Actor Description
Student/Senior| This actor is responsible for performing the analysis or retaking the analysis f
Researcher previous researcher

Table6: Description of the business scenario use cases

Use Case Description

The goal of this use case is trying to obtain the initial items necessary for analysig
UCLC1 - | sets, tools and programédipraries, etc.) and also taking information from a publish
Obtain Data| paper/thesis or taking the items (data sets, programs, libraries, etc.) from a reseg

and Software

gK2 tSTG GKS LINROSaa Ay (KS Yipp&ttSand
softwarecan also b@btained from the experiment storage locations.

UGLG2
Analyse Data

It is a use case for performing the activities to produce physical results starting fro
initial data. Such as running analysis tools including several programs (aimg
simulations or other high intensive computing tasks), toolkits and scripts, prod
physical results from running tools using the initial data and which leads tg
production of different (intermediate or final) data, studying the produced d
(through the creation of histograms, data plots and applying statistical methods
different kind of mathematical fits) in order to obtain the physical results.

UCGLG3
Produce Fina
Data

This use case includes making the final result after dongsion, which is a decisio
making process depending on a giving criteria and can lead to an iterative process
the collaborators as an actor consult with the researcher and he/she decides to r
the analysis or not. Finally when the collaborataonsidered the analysis unbiased fr¢
any external effect the researcher will produce the final results.

BPMN BPMN LIP Business Processes /

BP-LC-1 - Obtain
ta and Software

P-LC-2 - Analyze
Data

o

P-LC-3 - Produce
Final Data
O

Figure4: LIPs main processes overview

D9.1_M12_UseCaseDefinitionandDigitalPreservationRequirements.docx

Dissemination Level: Public Page 22

Copyright © TIMBUS Consortium 2011 - 2013



TIMBUS WP 91 Industrial Project 3: eScience and Mathematical Simulations

Deliverable D9.1: Use Case Definition and Digital Preservation Requirements

4.6 Business Scenario Processes

Each of the use cases defined and described in the previous section can be further detailed using business
process models. The sections below describe the sequence of activities followed for each us@oasé.

depicts the overview of the processes.

46.1 BP-LC-1-Obtain Data and Software

The data can be retaken from the previous work of other researchermsbtained from the experiment
Therefore either the data productsre already at the laboratory where the analysis will be performed or
they need to be fetched from one of the experiment production stordgeations usually at large
international laboratories. The data itself can be real reconstructed data, simulat@adodecalibrations,
geometry, etc. Along with data, specific analysis software can be obtaarediprepared to be usedrigure

5 depicts this process.

analysis Obtain Data and Software /

Send
Start @ Requested 4" >
/\ ;
|
I
I

Data

Scientific Institution

we

Experimental
5 Data [external]
I

Request Receive
External Data External Data

A

external
data internal
needed data

Obtain Data Retrieve
and Software Internal Data
analysis
software
needed

Student/Senior Researcher

Retrieve Prepare
Software Software

Figure5: ObtainData and Software

4.6.2 BP-LC-2 - Analyse Data

Once the required data is obtaingil goes hroughthe analysis process, which requiresnning analysis
tools including several programsuch as simulations or other high intensive computing toqliwtsch will
produce physical observable3hen, the researcher will revise the physical observables, ahdound
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necessarythe analysistep is repeated using input from the researchdew analysis software might also
be obtained and prepared if needeligure6 depicts the described process.

analysis Analyze Data /

I I T pEN |__.gf | Q-Yvé

X I !
\ & f | o Wwerimental Data |
! %x‘;’tyee}imental Data ¢ f. I owe shhe [U)ﬁ’der Analysis] '
[Under Analysis]

r
¢ f

! I
I
. yes
| no| Run Software Produce New Analyzing more
I On The Data Data Physical analysis
! Observables needed?
: From Data
I

new
analysis

Experimental
Data [Not Final]
software N

needed? ¢fl owe produce
yes Retrieve Prepare
Software Software

Figure6: Analyse Data

Do Analysis On
The Data

Student/Senior Researcher

End

46.3 BP-LC-3-Produce Final Data

The new data will then go to a decision making process which the data will be revised by other aellabor
tors and if it was acceptable by them, the final data is produced, if not the data analysis havedo be r
peated and again consultedith the collaborators and finally produceBigure7 depicts this process.

analysis Produce New Data /

Data Results

cfl oweé
=T = >
@ |
5 |
= l
O l
é Start ! _
. e er
kS : S| eedbac accepted?
N 1
c |
@ I
e]
=t
%)

o
- Experimental Péodutl‘,teDthal
——— === esult Data
D_ata [Not cflowe
Final]
}
I
cfl owe \
<] =
g Revision of the Provide
% Results Feedback
§ Experimental
Data [Final]
Figure7: Produce New Data
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4.6.4 Analysis Process

Figure8 describes the wble analysis process in detdihe workflow usually starts with a student or senior
researcher who wants to perform a new analysis or wantsetake the previous work of other researchers

from LIP or differentnternational Institution. The first step is to obtain deaad softwarewhich is the
process of retrieving the initial necessary items for analysis such as data sets, tools and gprdigranes

and so on. This data could be taken from a published paper, thesis or from a researcher who left the
ARY Qi

LINPOSada Ay GUKS YARRES 2F GKS 42N} FyR R

published announcing certain resultand years later, someone needs to refine these results with new
methods and techniques, or to perform the same study changing inputs because the knowledge has

evolved.
analysis BPMN LIP )
| eeee,e_,e—,————— e —————— -
kel |
g 1
= 1
£ |
L |
=
.g Experimental Data
%) [External]
: ¢cflowe
Start AN )
cfl owe Experimental
- Data [Internal]
internal -
external data
Obtain Data anddata needed | Retrieve Internal Do Analysis on
Software  needed Data the Data
analysis
software ¢flo
needed 4 ]
Experimental
= Retrieve Prepare Data [Qnder
K Software Software ; Analysis]
O]
© 'efl owg new
% ! ¢ yes data/software
2
o Pttt tata e e T PP | needed?
kel |
5 1
oy
8 ! Experimental —————— no
é l Data [Under cflowe, more
! Analysi
% % ! nalysis] : analysis
Analyzing needed?
_ Rl_m Produce New Physical yes
Appl;\cagons on Data Observables Experimental
the Data from Data Data [Final]
+ cfl D
0 no ~
Produce Results Request Receive yes Produce Final
Revision of the Feedback Result
Results Result
1 N accept?
(cfl owe !
| S
| I A |
Lo . .
5 Revision of the Provide :
| Results P Feedback |
<) 1
2  Experimental | | — R :
8| Data[Not Final] ! i
O : |] e a !
l____sflowe & o oW J
Figure8: AnalysisProcess
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The next step is the analysis, whimeans performing the activities to retrieydysic results from the

initial data. It usually includes running many programs and applications such as data analysis tools,
simulation tools, etc., in order to produce new data. The new datdudied thiough the analysis of the
physical observables theig; this study includes the production,dbr examplehistograms, and applying
statistical methods to the physical observables distributions, a step that may require using again
applications for the prduction of new data in order to obtain the results. Sometimes, during this process,
the researcher realises that the analykas to be repeatedbecause of a bad decision in the past or simply
because the new data is an intermediate item needed as inpthie next step o&n iterativeanalysis).

The activitya w S @ A & A 2eyults?ista décksién makingctivity that, depending on a gan criteria, can
lead to an iterative process whefellow collaboratorsare consuled to decideon whether further analysis
steps are neededrinally when the collaborators consider the analysis unbiased &oynexternal effect
the researcher will produce the final results. At this point, the results are eliddrle@eporting and
dissemination, sutasto appear in a scientific publication, like a paparin a thesis, or to be presented in
a public conference.

4.7 Technical Environment

The LIP scientific computing infrastructure comprises three data centres. Two of them-lagat at the

LIP reseah centres in Lisbon and Coimbra. A third data centre in LiSRNGC)is operated by LIP as a
national grid computing service. Its capacity is thus shared with the scientific community. The three data
centres are interconnected by a high speed ten Gigahitate network provided by the Portuguese
Academic Research Network (FCCN), and are fully integrated in the European Grid Initiative infrastructure
(EGI). As suctheir computing and storage resources can be accessed both locally and/or remotely using
sophisticated grid middleward=igure9 depicts the infrastructure.

LIP Lisbon NCG
datacenter datacenter
T Layer 2 /
10Gbps
LIP Coimbra Portuguese
datacenter — \ NREN

Figure9: LIP distributed infrastructure

These centres are part of the worldwide LHC Computing Grid (WLCG), the CERN grid infrastructure that
supports theproduction chain for theeHC experimnts data processing argimulation In this context LI

a resource provider to the ATLAS and CMS experimeptsduction servicesFor physics analysis and
dependingon the experiment, LIP users can perform tealysidata processingt the LIP dataentres or
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in certain casesn grid centresworldwide (including LIPXowever in most experiments and at most
laboratories the facilities used to support the analysis are local computing farms.

Each LIP data centre has a Beowulf type cluster composedoégsing nodes interconnected by a fast
local area networkThe cluster is a batch system managed by a local resource management system (LRMS).
Depending on the site the LRMS is implemented either with Grid Engine (GE) or Torque. From the user
point of view the interface with these two LRMS is very similar.

Large datasets are stored in a high performance file system (Lustre) composed of many servers with directly
attached disk arrays. Each server is connected to the LAN via ten gigabit Ethernet. Smaller files such as user
programs generalsoftware and smaller datasets are stored in more common network file systems (NFS).
These file systems are also used for the user home directories, and common softwar®weeall the LIP

data centres have a combined capacity of about 1 PetaByte aigetanf which 450TB are used for analysis.

____________________________ 1 L | L |
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i | Worker Node ! ' Interactive I ! VM Host i
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1

________________________________________________________
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The data centres also offer central interactive services, these are servers in which users can login and
perform interactive work such as develop analysis and/or simulation software, submit jobs to the
processing clusters either local or grid, execute rimtéive analysis tools such as ROOT, etc. This type of
work can also be performed in the user desktop since at each LIP centre the user home directories are

D9.1_M12_UseCaseDefinitionandDigitalPreservationRequirements.docx Dissemination Level: Public Page 27

Copyright © TIMBUS Consortium 2011 - 2013



TIMBUS WP 91 Industrial Project 3: eScience and Mathematical Simulations

Deliverable D9.1: Use Case Definition and Digital Preservation Requirements

accessible to the central interactive services and to the user desktops. In addition users fhyauaogyt
parts of their work to their private notebooks so that they can work offline at home or while travelling.

Virtualisation is heavily used to run most of the services excluding the storage nodes and most of the
processing cluster. Some cluster nodes virtualised to profit from idle CPU available in the virtualisation
servers and to provide older processing software instances for backwards compatibility purposes. The
virtualisation clusters are backed by storage networks (GFS and (fikedly, adata backup system
(AMANDA) performs nightly copies of ntsansient data. The whole computing infrastructure is based on
open source software solution¥he operating system distribution used at the LIP datacenters is Scientific
Linux (SL). The SL distitibn is basically RHERedhat Enterprise Linuxgcompiled from source and
assembled by Fermilab and CERiIJurel0 depicts thearchitecture of thedatacenter.

Besdes the systems and services provided by the datacenters the LIP researchers can also use their
desktops to perform development and execute less demanding analysis tasks. Depending on group and
researcher requirements the desktops can be installed with 8cientific Linux or Fedora operating
systems. Most of the notebooks are personal hardware purchased by the researchers. The notebooks are
maintained mostly by the researchers themselves although they frequently resort to the LIP IT services for
support. The set of operating system is widerdaimcludes mostly Fedora, Uburaimd MacOS.

4.8 Data Representation

A great variety of data representations are used in LIP, with the amount of the data being very high in
terms of size and types. The type of data depefiden one experiment to another experimentable7
summarises an example of the data concerning the type anddheesentation

The format of raw data is a proprietary format of the collaboration normally dictéedhe data nature,
the way it is accessed and bgtectors and acquisitioperformance criteria, resulting ispecific randata
formatsto each experiment. Calibrationath canrange from plain ASClo binary filespassing through
databases of different typedRrocessed data dconstructedraw data and inulated datg are normally
organized in data sets gathering group of files produced under the same context or sétgemost
common format used nowadays in Particle Physics ra@ files (ntuples are also with much less
frequency) A root file is like a UNIX file directory. It can contain directories and objects organized in
unlimited number of levelsstored in machie independent format (ASCII, IEEE floatiogip Big Endian
byte ordering). These files are collections of sequemia@nts. An event is the recorded result of a specific
particle collision that happened in the experiment. The event is the most basicpilatessing unitThe
researcher can use the collabomati software to further process reconstructed and/omsilated data, to
produce differentroot files aimed to his specific analysis or to generate histograms usingtheoolkit,
and/or in certaincasesother commercial software.

Analysed data is the result from the researcher analysis which can range from new .root files, to several
documentation formats (.doc, .tex, .txt, .pdf, ,xls...) passimgugh severalpicture image formats used to
store plots and histograms (.ps, .png, .jpeg...).
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Table7: Typical data registered for a data analysis

Data
Description #per day Representation Notes
Stage
LIP is not responsible
Depends from ] -~ for storing this data
) . Experiment specific ) i
Raw Data | Detector xperimental data experiment. Few the international
data formats ) ]
MB to many TB collaboration will be
storing it.
LIP is not responsible
Is the result of measuring with Experimental specifig for storing this data
Calibrated g Constant P P _ g _
geometry detector, thresholds| data formats, My SQI the international
Data (few gigabye) i ;
slow control measurement database collaboration will be
storing it.

Transform from raw data

Simulated data is normally ) » )
] ) Depends fully on Experimental specifig LIP is responisie for
Processed| produced also at this point.

_ G§KS I yI t & dataformats, storing part of the
Data The level of processing i
i be defined .ntuples,.root data.
dependson the experiment
and on the analysis objectives
Is the final data or the result , )
Analysed _ i .root, .pdf, .ps, .tex, | LIP is responsible for
that are shown in tables, Few gigabyte i
Data .doc, .txt, .xIs storing all of the data

histograms, plots

4.9 Data storage

The analysis processes are performed on processed data obtained from the experiments. The data from the
experiment is copied to the laboratory where the analysis will be conducted. In most laboratories there are
several types of data storage systems avdddo the researchers. The storage systems currently deployed

at LIP are described ifiable8. The criteria to decide where the data should be stored depammany

factors. Typically large files are placed in high performance distributed storage systems (such as Lustre),
while smaller files and code are stored on more common file systems (such as NFS). At LIP like in most
other laboratories the storage used tupport the analysis processes belongs to the specific research
groups. That means that this storage capacitpischasedy the research groups using funding from their

own research projects. Therefore the availability of a certain type of storagenfalysis purposes also
depends on the actual research group economical capabilities and management stieggrdless of

being group ownegdall these storage systems are deployed and manage by the LIP IT services on behalf of
the research group&hiseconomical aspect has a strong impact on how long data can be stored.
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Table8: Storage systems available at LIP

Storage type Implemented at LIP by Used for

High Performance Lustre file system Large data files
Distributed Storage

Classic Distributed file NFS Home directories, smaller data files, software, programs,
system scripts, libraries, documents, plots, papers, etc

Backup tape library Amanda Daily backups of NFS and Lustre

Storage Area Network iSCSI Virtualization and serees

Desktop storage Desktop local disks Scratch space

The current strategy for lonterm storage of past analysis is to leave the important information on the
storage space where the analysis was condufteds long as possibl@hat means that the formation is

mostly kept on storage systems that belong to the specific research gtdoyyever, in order to fulfil
present analysis tasks, the research groups may need capacity that can only be obtained by either acquiring
more storage capacity or deletinolder data. Since economic capacity is always limited, older data that is
no longer in use and that can be obtained from the experiments central services is frequently diased.
storage ecosystem evolves over tintethe future different storage techologies with different interfaces

will be used. Older and newer systems may coexist for some time. When a system is retired its data is
usuallycopieda [-Addcethe new storage systenThe ecosystem of IT technologies used in particle physics
laboratoriesis wide. At other high energy physics laboratories different storage technologies can be used
for the samepurposes describetere. Merely as an example:

e AFS is frequently used instead of NFS;
e GPFS can be used instead of Lustre;

e Instead of a highperformance file system, very specific storage solutions such as €astor
(developed by CERN) and dC&Cl{developed by Desy, Fermilab and NDGF), or others can be
used.

In addition researchers may use their notebooks or home computers to perform less demaanalysis
tasks especially when at home or when travelling. Researchers are encouraged to synchronize the data in
these systems with the LIP data storage systems.

Table9 shows the LIP distributed file systems and the systems where they are mounted. If file systems is
not mounted in a specific service then data access can be performed vigg&&He Shellfor instance a

% http://castor.web.cern.ch/

" http://Iwww.dcache.org/
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file can be copied to a notebook by performing an §8&cure Copybetween the notebook and an
interactive processing node.

Table9: File system mount points at LIP

Systems and services | Lustre NFS NFS NFS NFS | Desktop
Software | User hanes | Group data| Scratch| Disks
Farm nodes X X X
Interactive processing node X X X X X
External login nodes X X X X X
Desktops X X X X X
Notebooks

At sites where the storage is implemented with systems such as dCaakmr etc instead of POSIX file
systems the mount points for data volumes do not exist. Instead the users use command line tools to
access and manipulate the data files. In some cases the user programs and tools can be compiled with
libraries that enablalirect access to those storage systems.

In less frequent cases some of the analysis processing steps can be performed remotely at the location
where the original data (or a replica) is stored. This may happen if there is no capacity at the home
laboratory to store and process the data, and if the remote computing capacity can be used for such
processing tasks. In these cases data has to be copied to the remote location, processed remotely and then
the results have to be copied back. There is no permanemote data storage for data analysis. Files
copied to remote locations (eg using grid services) can be erased or lost without notice. The LIP Lustre file
system is coupled with a grid Storage Resource Management (SRM) system which allows file access from
remote grid sites or from systems where grid client software is available. Moving data to and from grid
storage can be very similar to moving data between the LIP internal storage systems. Files can be copied,
listed, and deleted from the command line usigigd client tools. Large experiments tend to develop their

own storage management middleware effectively hiding much of the underlying grid operations thus
creating a black box effect that makes harder to understand data movement operations.

Grid files canbe identified by frage URLs(SURLspr logical file names. Logical filenames can be
associated to SURLs via grid file catalogues. Unfortunately the grid file catalogues are developed and
controlled by the experiments and they do not follow any typetahdard.

The use of SQL databases to support analysis activities is not frequent. Nevertheless LIP has a SQL database
hosting system that can be used at request by the research groups.
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4.10 Software

Each experiment has unique characteristics and thus needsleteelop its own simulation, data
reconstruction and analysis frameworkSpecific softwares developed using the programming language
(e.g.,Java, C, C++, Pythdterl ...)that best serves the analysis needs in terms of reliability, robustness and
performance. It is also frequent to find software with different modules developed in different
programming languages as a result of its evolution with time. The software is offered to the researchers as
binaries compiled in different arctdctures, or as souec code where advanced researchers can compile
and use it in non standard infrastructure$hese frameworks may use other more generic frameworks. For
instance many experiments make use of the GdairhulationToolkit in their specific simulation software

Each research group has its own software storage space where the source code, libraries and executables
can be stored for use by the group members. The management of experiment specific software is left to
the research groups themselves. In certain cabBesexperiment software can be remotely installed by the
experiment central services. More recently the use of software caches is becoming populaeriVisl-C

F$® cachingsystem uses a network of HTTP proxies to distribute the experiments software elghish

then become available at each location through a reaty file system.

Depending on each experiment different software distribution approaches are used. In any case the
software appears to the researcher in a file system tree. In most casesesi@archer has to develop
software that is then compiled either with the experiment toolkit or with some more generic toolkit to
produce the executables needed for the intended data processing step. Many steps across an analysis may
require development ochanges in programming code and the creation of executable files.

The C++ language is heavily used in the particle physics community and the Java language is also becoming
increasingly popular. Howevdfortran code is still used in many software packages

For the last steps of analysis such as production of histograms the R is the most popular.
Therefore most analysis end up producing data files in formats compatible with this tool. RIO®IE
allows the researcher to create C++ like progsam analyse the data which are then ran inside the tool.
With ROOT, users can:

e Save dataland any C++ object) in a compressed binary form in a ROOTHideobject format is
also saved in the same fillROOT provides a data structure that is extremmbyverful for fast
access of huge amounts of datarders of magnitude faster than any database.

e Access datsaved into one or several ROOT files from a PC, from the web and fronstalgdile
delivery systems used e.g. in the GREIDOT trees spreadrer several files can be chained and
accessed as a unique object, allowing for loops over huge amounts of data.

e Process dataising Powerful mathematical and statistical tools provided to operate on dEte.
full power of a C++ application and of paralfgbcessing is available for any kind of data

2 http://cernvm.cern.ch/portal/filesystem
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manipulation. Data can also be generated following any statistical distribution, making it possible
to simulate complex systems.

e Show resultswith histogramsscatter plots, fitting functions, etcROOT graphics may be adjusted
reaktime by few mouse clicksHighquality plots can be saved in PDF or other format.

e Interactive or built applicationusing the CINT C++ interpreter or Python for your interactive
sessions and to write macros, or compile your program to run at full speed.

Table10 lists software commonly used in experimental particle physités software list is by no means
extensive and many other software packages are used in the particle physics domain and can be used in
particular experiments. Repositories such as Hepforge the LCG development portalhost software
development projectdor particle physics.

Table10: Common software in experimental particle physics

Software Description

ROOT Provides aet of OO frameworks to handle and analyze large amounts of data in a very eff
way. Having the data defél as a set of objects, specialized storage methods are used to g
direct access to the separate attributes of the objebtsp://root.cern.ch/drupal/

Electron Gammg EGSs a Monte Carlo code for doing simulations of the transport of electrons and photons
Shower (EGS) arbitrary geometrieshttp://rcwww.kek.jp/research/egs/

Geometry And| Atoolkit for the simulation of the passage of particles through mattetp://geant4.cern.ch/
TrackinglGEANT4

Cosmic Ray Detailed simulation of extensive air showers initiated by high energy cosayicparticles
Simulations for| http://www -ik.fzk.de/corsika/

Kascade

(CORSIKA)

A Class Library fg Utility classes for general numerical programming, vector arithmetic, geometry, pseudora
High Energy number generation, and lear algebra, specifically targeted for high energy physics simulg
PhysicCLHEP) | and analysis softwardattp://proj -clhep.web.cern.ch/preglhep/

FreeHEP Open source Java library designed to make programmimdy lenergy physics applicatior
easier.http://java.freehep.org/

Colt Colt provides a set of Open Source Libraries for High Performance Scientific and Te
Computing in Javéttp://acs.Ibl.gov/software/colt/index.html

2 http://www.hepforge.org/

% https://savannah.cern.ch/
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JhepWork Java based nteractive framework for scientific computation, data analysis and ¢
visualization designed for scientists, engineers and studéiis.//jwork.org/jhepwork/

JAS3 JAS3 is a general purpose, opgnurce, data analysis tadittp://jas.freehep.org/jas3/

Abstract Abstract interfaces for common physics analysis objects, such as histograms, ntuples, fitt

Interfaces for Datg etc. http://aida.freehep.org/

AnalysigAIDA)

CERNLIB A large collection of general purpose libraries and modules maintained and dffiardoth
source and object code form on the CERN central compuéditsough development has bee
discontinued the libraries are still usduttp://cernlib.web.cern.ch/cernlib/

PYTHIA PYTHIA is a prografior the generation of higkenergy physics events, i.e. for the description
collisions at high energies between elementary particles such as-ep,and pbar in variou
combinationshttp://hom e.thep.lu.se/~torbjorn/Pythia.html

Ariadne A program for simulation of QCD cascades implementing the colour dipole m
http://home.thep.lu.se/~leif/ariadne/index.html

HERWIG an{ Monte Carlo package for simulating Hadron Emission Reactions With Interfering G

HERWIG++ http://hepwww.rl.ac.uk/theory/seymour/herwig/

Sherpa Monte Carlo event generator for the Simulation of Higtergy Reactions of PArticles in lepta
lepton, leptonphoton, photonphoton, leptonhadron and hadrorhadron collisions
http://sherpa.hepforge.org/trac/wiki

HepMC The HepMC package is an object oriengs@nt record written in C++ for High Energy Phy:
Monte Carlo Generatorittp://Icgapp.cern.ch/project/simu/HepMC/
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5 Preservation Scenario

The analysis processfollowed by researchers at LiHavebeen presented in sectiof.6.4. For its precise
comprehension we will discuss the different preservation scenarios that a typical instanceaaglysis

may provide. In particular, we will detail the research activity performed by LIP researchaksedhin the
SNO+(SNOpIu§)1 Collaboration, responsible for the evaluation of the physical background for neutrino
detection using the SNO+ detector. This instance will allow understanding the general analysis workflow,
andhow it appliego other analyss instances executed by different researchers.

TheSudbury Neutrino Observatobyaboratory (SNOLAB) isvarld-class deepndergroundscience facility
specializedn neutrino and dark matter physicshe SNOLAB is located at a depth of approximately 2000
meters inside the INCO's Creighton nickel mine near Sudbury, Ontario, Chnadlae deepest largscale
international facility in the worldThecleanliness that SNOLAB affords allows extremely rare interactions
and weak processes to be studiethe fist SNO experiment was a great succesfdBa 2 f SR (K
YSdziNAYy2Q LINBOGEfSY YR LINPBARSR OF(iS32NAOIf S@AR
of particle physicsA new experiment name8NO+ (SNOpluis being currently deployed.

S
Sy
The preservation scenario detaitee research activity performed by LIP researchers for the evaluation of

the radiation background for neutrino detectiowith the new SNO-+detector. This work took place during

the design of the experiment and aimed to validate the intended design which included the reuse of
physical components from the previous SNO detector.

NO+ (SNOplus)is an ongoing collaboration aiming to upgrade the SudbMNButrino Observatory
experiment (SNO) designed to detect neutrinos produced by fusion reactions in the sun. A neutrino is an
electrically neutral, weakly interacting elementary particle, either created:

e as a result of certain types of radioactive decays;
¢ in nuclear reactions such as those that take place in the Sun;
e or when cosmic rays hit atoms.

Most neutrinos passing through the Earth emanate from the Sun at a flux of 65 billion solar neutrinos per
secondper squarecentimetre. Because neutrinos do noaly electric charge they are not affected by the
electromagnetic forces that act on charged particles such as electrons and protons, and are only affected
by the weak sufatomic force which is relatively weak at the subatomic scale. Neutrinos are theralibe

to travel great distances through matter without being affected by it, and due to that property, are very
hard to detect.

To increase the probability of neutrino detection and shield the detector from cosmic rays background
radiation, the SNO+ expienent is deployed deep undergrounosh SNOLABThe infrastructureused on the
experimentmust be extremely clean to reduce background from radioactive elements present in the
environmentand in the detector components themselyeshich would otherwise hidghe very weak

3 http://snoplus.phy.queensu.ca/Home.html
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