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1 Executive Summary 

The goal of Deliverable 9.1 is to extract and define use cases and requirements for the scenario of 

preservation of e-Science processes and mathematical simulations in the context of particle physics 

simulations and data analysis. 

To achieve this goal, the gathering of requirements was performed, starting with the identification of the 

main problem faced by the stakeholders while executing analysis processes involving simulations and 

scientific data produced in the context of particle physics experiments, their needs, their concerns, and 

constraints. Next, an analysis of their internal organisational environment and stakeholders was performed, 

focusing on local experimental data analysis processes. The use case and processes used for the analysis 

were modelled in cooperation with LIP researchers working in high energy physics experiments, in order to 

establish a real data analysis scenario. Additionally, a characterisation of the technical context and types of 

data consumed and produced by the analysis processes was performed. Then, a description of a concrete 

analysis process was described and analyzed.  

The analysis performed resulted on the definition of the requirements for preserving the processes 

involved in the analysis of experimental data, and on the definition of the use cases for digital preservation. 

Through the establishment of preservation requirements and use cases, it is expected that the information 

presented in this deliverable can have an impact in the experimental particle physics and e-science 

communities by raising awareness to the issue of digital preservation in the science-making processes. 

This deliverable is a new version of the original deliverable submitted in M12, which was revised according 

to the recommendations made by the reviewers during the year 1 review of the project, which are now 

fully addressed (details of what was improved can be checked in the Table 1).  
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2 Introduction 

LIP (Laboratory of Instrumentation and Experimental Particle Physics1) is a scientific and technical 

association of public utility in the field of Experimental High Energy Physics and Associated 

Instrumentation. LIP research fields have grown to encompass Experimental High Energy Physics and 

Astroparticles, Radiation Detection Instrumentation, Data Acquisition and Data Processing, Advanced 

Computing, and applications in other fields, in particular, Medical Physics. The main research activities of 

the laboratory are developed within large collaborations at CERN2 and other international organisations 

and major infrastructures inside and outside Europe. LIP researchers search, observe and measure real 

physical processes which may validate the current theories or raise new questions leading to new theories. 

In order to achieve this goal, it is essential to preserve the analysis done on the data for reference and for 

enabling future research. Therefore, the adequate archival of these research processes is of utmost 

importance. The main objectives of this deliverable are to identify within this scenario the preservation 

problems, main use cases and requirements which will be the target for digital preservation. To achieve this 

objective, we started by gathering the requirements which was done by identifying the main problem, 

various types of requirements, stakeholders and their concerns, the use cases and the processes targeted 

for preservation.  

2.1 Addressing of Reviewers Comments to Version 1 

The present version of the deliverable is a revision of the M12 submission, as requested in the year 1 

review. All recommendations made by the reviewers were fully addressed, as described in Table 1, which 

lists the recommendations and respective changes made. 

 

Table 1: Description of changes to address Y1 review recommendations 

Recommendation 2 Changes 

Provide a formal, detailed, clear 

specification of what needs to be 

done. Please provide  more technical 

details that are relevant for the 

TIMBUS ICT solution,  formalised 

requirements and a description of the 

data and processes that will be 

available for the use case scenarios 

A detailed description of a concrete case available for the use case 

scenarios detailing an analysis business process in the context of an 

international collaboration and respective data is provided in section 5. 

Formal functional and non-functional requirements derived based on the 

analysis of the use cases are provided in section 6. 

                                                           

1 http://www.lip.pt  

2 http://public.web.cern.ch/public/ 
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Align the requirements with the 

objectives of the project. This 

includes among others the need for 

preserving business processes that 

span over the organization and 

legislative boundaries. The use cases 

may complement each other, i.e., not 

every use case has to reflect all 

project objectives. 

The description of a concrete scenario provided in section 5 satisfies this 

recommendation. The scenario itself is part of an international 

collaboration involving multiple organizations, of which LIP is part. The 

functional and non-functional requirements described in section 6 are fully 

aligned with the objectives of the project and follow a goal-oriented 

approach.   

 

2.2 Structure of the Deliverable 

This deliverable is structured in seven sections:  

 Section 3 presents a summary of the research done at LIP, including the data, types of data and the 

processing flow.  

 Section 4 analyses the scenario of LIP, with an overview of the scenario and of the main problem 

that is being dealt with. Then, the organisational chart is defined and main stakeholders of the 

problem are identified, along with their concerns and the main constraints that should be taken 

into consideration when trying to solve the enounced issues. Section 4 continues with the business 

scenario use case and the analysis processes currently carried out at LIP. After that, a summary of 

the data representations was made.  

 Section 5 describes a concrete analysis process to allow deeper understanding of a general analysis 

workflow.  

 Section 6 identifies the main requirements for preserving LIP data and processes, more specifically 

the main issues of preserving the analysis processes, followed by the objectives to be pursued, and 

the digital preservation use cases for this scenario.  

 Finally, Section 7 summarises our results and provides an outlook for future work. 
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3 Problem Description 

This section describes the overall context of the use case, namely the particle physics domain, the 

collaborations taking place at the international level for performing large scale experiments, the analysis 

processes performed on the data produced in the context of such collaborations, and the need for the 

preservation of such analysis processes. 

 

3.1 The Particle Physics Domain 

Particle physics studies the basic constituents of matter and its interactions. The particle physics theoretical 

models (like the Standard Model (Glashow, 1961; Weinberg, 1967; Salam, 1968; Englert and Brout, 1964; 

Guralnik, Hagen, Kibble, 1964) or SuperSymmetry (Kane, 2003)) attempt to explain nature mathematically, 

and by doing so, predict certain physical processes and behaviours.  The goal of Experimental Particle 

Physics is to search, observe and measure real physical processes which may validate the current theories 

or raise new questions leading to new theories. The core of particle physics research takes place deep 

inside matter where scientists look at its most basic constituents and study how they interact. There are 

several approaches for doing this which allow studying different aspects of these processes. 

In Experimental High Energy Particle Physics, accelerators are used to generate beams of highly energetic 

particles which are made to collide against other particles, either in the form of a fixed target or another 

particle beam. As a result, very hot and high density systems, such as the ones existing at the beginning of 

Universe (a few microseconds after the Big-Bang), are produced. The detection and measurement of the 

number, type and properties of particles produced by cooling down this very short life system provides a 

unique window of opportunity to understand why matter looks today the way that it does. 

In accelerator experiments such as the ones at the CERN Large Hadron Collider (LHC),3 two beams are made 

to collide against each other inside huge complex particle detectors that measure the momentum and 

position of the resulting particles. The higher the energy of the primordial beam, the deeply one can probe 

into matter, and thus, the particle accelerators need to be very large. The CERN LHC has a circumference of 

27Km and is buried 100 meters underground. 

In Astroparticle Physics, the accelerator is the Universe. The Universe can accelerate particles from space to 

energies which are still not possible to achieve in an experimental controlled environment, given origin to 

huge cascades of secondary particles as they interact with matter. Although no accelerators are needed, 

these experiments still require complex particle detectors and special conditions such as deep underground 

facilities, huge interaction surfaces, or space flight detectors. 

 

                                                           

3 http://public.web.cern.ch/public/en/lhc/lhc-en.html 
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3.2 Large International Scientific Collaborations in Particle Physics 

Particle physics experiments require very complex instruments whose development and construction may 

take many years. The creation of a new experiment includes the development of particle detectors, data 

acquisition systems, data processing, and data analysis frameworks; and are normally a joint effort that 

takes place in the context of large international scientific collaborations composed of research groups from 

many laboratories. This development and construction period may take more than ten years. The 

behaviour of the experimental apparatus (its components, materials, geometry, interactions, electronics 

etc) has to be thoroughly simulated to ensure that everything will perform as expected. Frequently smaller 

experimental work is conducted to validate the preparation work as it is developed. This data must also be 

analysed and kept for reference. Thus an important part of the experimental physicist work is the research 

and development towards the construction of the experimental apparatus itself. Due to the specific 

characteristics of each experiment and the associated costs it is very unlikely that data obtained by a past 

or current particle physics experiment can be fully reproduced in the near future.  

The complexity of the particle physics experiments is reflected in the data, in the software and in the 

analysis processes themselves. This makes the recovery of previous scientific work non-trivial. Particle 

physics experiments are built to search for evidence of unknown physical phenomena predicted in 

theoretical models, or to study more deeply certain know physical processes using two fundamental types 

of data: the one that is acquired from the experimental apparatus, also called raw data; and the data that is 

produced by Monte Carlo simulations according to the expected theoretical models.   

The raw data has to be reconstructed and processed to produce digested event data with physics meaning. 

Reconstruction is the process of going from the electronic signals left in the experimental apparatus by the 

passage of experimental particles to the measurements of the particle physical quantities used in analysis. 

From the reconstructed data several types of summarised data are produced for analysis.  

Simulated data is also produced by experiment specific software frameworks either centrally or in certain 

cases locally. Simulation data is produced according to the theoretical models that explain the fundamental 

physical processes and the interactions that take place inside the particle detectors. Simulated data can be 

more easily reproduced if needed, however this is a processing and data intensive task, and the complex 

simulation frameworks used in particle physics may not ran easily in future computing environments. 

Many other different types of information are required, as for example calibration data, detector 

conditions, geometrical alignment of the detector, particle beam characteristics and many others. For 

instance, at CERN2, the Earth tides affect the geometry of the LHC collider and have an effect in the beam 

energy. Like tides in the ocean, the ground is also subject to lunar attraction. When the Moon is full, the 

Earth's crust actually rises about 25 cm. This movement causes the circumference of the LHC to vary by (a 

whopping) 1 mm (out of 27 km, a factor of 0.000004%) but that's enough so that physicists need to take it 

into account. In atmospheric astroparticle experiments the meteorological and atmospheric conditions are 

also extremely important and must be used as input for data processing. 
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All these different types of data are in fact data products as they are produced by the central services of the 

experiments collaborations for the benefit of all its members. Then, these products are made available for 

the physicists for analysis. It is important to understand this boundary that separates central data 

production by the experiments and the analysis processes. The first is fully out of the control of the specific 

research groups, and is in fact, a black box operated by the experiment services that makes use of very 

large computing facilities either central or distributed. The second is performed by the actual researchers in 

their home laboratories and is designated as analysis or local analysis to highlight the fact that is a data 

processing flow that takes place mostly inside a single research organization.  

The analysis process starts effectively when a collaboration delegates to a specific research group, from a 

specific laboratory, the task to study a certain aspect of the experiment. The analysis is thus a process 

under the responsibility of a single organization. The physicist(s) in charge of performing the analysis will 

choose the data products that are needed for the analysis, and from them, will produce data sets tailored 

to its own research goals. The objective of the TIMBUS work-package 9 is to support the digital 

preservation of the analysis processes. These are the processes where the physics research actually 

happens and which take place at the research laboratories taking as input data products (reconstructured 

data, simulated data, calibrations and software) produced by the experiments. Figure 1 depicts the three 

main blocks that constitute a particle physics experiment and provides an integrated view of the different 

types of data that flows between them: 

a) Online systems: detectors, data acquisition, raw data recording, etc 

b) Offline services: data simulation and processing as products for physics analysis consumption 

c) Data analysis: process data products to extract knowledge 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: General flow of action in a typical experiment 
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The Experimental High Energy Physics community in particular does not have a tradition of sharing its data 

publicly. Data from an experiment is usually owned by the collaboration (i.e., the set of scientists that built 

a specific experimental apparatus (detector)) that ran that experiment. Once an experiment data taking 

finishes, the collaboration is kept alive for a few years until all data analysis is finished and the 

corresponding papers published. When all the known (at that time) scientific value of the data is finally 

explored the collaboration ends and scientists move to new experiments. Usually the data continues to be 

owned by the collaboration and stays under the custody of one or more research groups and/or 

laboratories. Since the usefulness of data beyond the lifetime of the collaboration was in past considered of 

little value, the long-term preservation of the experiments scientific heritage has so far not been addressed 

in a systematic way. This raises challenges at several levels, data preservation itself, data access, software 

availability, policies etc. 

3.3 Analysis Process Overview 

A key aspect for building the experiments and extracting scientific knowledge out of experimental data is 

the analysis process. Although highly important, these are processes that happen at the group or individual 

researcher level. As such, their preservation has not been systematically considered. These processes are 

often performed by researchers and/or students in the context of a thesis, and might make use of data 

products (reconstructed and/or simulated data) produced in the context of international collaborations. It 

consists of an iterative process during which analytic methods are applied to specific data products. The 

analysis is refined and improved in steps that depend on the results of the previous step. Along the process, 

new data resulting either from the original real data or from simulations is produced. This process may take 

several years and even within this time-frame preservation issues arise: the analysis environment itself 

unavoidably evolves; often analysis steps that were successfully performed previously may become difficult 

to reproduce some time later due to changes in the environment (software, hardware, configuration, 

parameters, and versions). 

There is also no systematic way for performing data analysis as it is in many ways a unique creative and 

intellectual process. Therefore, the organisation and recording of all steps of the process is of utmost 

importance but is left to the researcher. Due to its iterative nature, it is frequently necessary to get back to 

previous analysis steps, and when this happens, considerable time and effort may become necessary to 

understand and fix the issues that arise. Furthermore, when the thesis is finished considerable knowledge 

about the specificities of the analysis process can be lost if the researcher that performed it leaves the 

experiment collaboration. Therefore, preserving the data analysis process can be almost as important as 

preserving the experimental data itself. 

 It can be of utmost importance to verify the analysis correctness and to dismiss any issues raised by 

other researchers regarding its results.  

 Analysis may need to be retaken in order to improve the precision of its results, apply new methods 

or search for new phenomena, in such case full understanding of the analysis process is essential.  
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 It can be an important and valuable tool during the analysis iterative process 

3.4 The Need for Process Preservation 

In the past, it was wrongly thought that the potential of the data and the results produced by an 

experiment was exhausted within the lifetime of the collaboration. However there are many cases where  

past data may still be useful, namely: 

 The scientific production from data analysis happening beyond the end of the experimental 

programme, taking advantage of the whole data and better statistics, is estimated to represent 5 to 

10 per cent of the total scientific outcome. The final and most accurate results from the 

collaborations are normally emerging from this final analysis effort, sometimes happening years 

after the end of the experimental program. 

 Evolutions in theories can lead to new predictions of physics phenomena that were not considered 

when the data was analysed. Its experimental evidence can be searched inside this data without 

the costs associated to building a new experiment.  

 The discovery of new phenomena may demand a re-analysis of existing data in search for things 

not known at the time of collection, thus enabling cross checking the results.  

 New analysis techniques and Monte Carlo simulation models may create the opportunity to 

reprocess existing data and obtain higher precision results.  

 New ideas for studies may appear in contexts (kinematical ranges) only available in older 

experimental data.  

 Combined analysis by joining data from several experiments offers the possibility to reduce 

statistical and/or systematic uncertainties, or even to perform completely new analysis.  

The previous examples demonstrate that preserving only the data is not sufficient! The analysis processes 

performed on the data are valuable knowledge assets which capture pieces of the scientific process and 

know-how that matter to preserve. The analysis processes are valuable due to their potential reuse in the 

production of new knowledge: by scientists working on the same research group or project, involving 

sometimes the modification of some parameters or input data; by other scientists working in other 

research groups belonging to other institutions, but performing similar research; or by other scientists 

working in other areas of research which can benefit from research done in a different area. In addition to 

the reuse, preserving the analysis processes is of the utmost importance for guaranteeing the authenticity 

and provenance of the results obtained from the analysis of scientific data. Provenance allows the tracking 

of the history and ownership of the experiment, and authenticity is a major factor in the validation of 

scientific experiments.  

Besides the analysis of experimental raw data, the analysis related with research and development of the 

experimental apparatus is also extremely important. These processes must be preserved because they 

document the science behind many strategic and technical decisions that influence the construction and 

expected capabilities of each experiment:  
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 Why certain materials or construction options were selected 

 What types of interactions and in which quantities should be expected 

 What is the expected precision of a detector 

 What is the expected signal to noise ratio 

 What aging effects are expected along the lifetime of the detectors 

 Etc. 

This information is important to calibrate the experiment results and to help identify and understand 

deviations from the expected behaviour. In addition experimental apparatus technologies are often reused 

in other experiments and for different purposes. Therefore this research work is highly valuable. 

Although there is a clear need for preservation in the Experimental Particle Physics field, the awareness of 

the community to this activity is still very low. A study performed by CERN in the context of the PARSE-

Insight project (Parse Insight, 2010) showed that 64% of the experimental physicists and 80% of the 

theoretical physicists inquired believe that data preservation is very important. Less than 10% believe that 

it is moderately important or irrelevant. About 40% of the physicists believe that important data has 

already been lost forever. However the study also showed that only 7% of the physicists believe that data 

should be made available for preservation immediately after being produced and 40% believe that it should 

be made available for preservation only at the end of the experiment lifetime. This last metric show the 

lack of awareness in the community about what digital preservation is, how it should be done and when. 

Indeed, as showed in many studies (ICFA-DPHEP, 2009; South, 2009; Bethke, 2010), the HEP community has 

no coherent strategy for data preservation and re-use.  

Since 2008 an international group on Data Preservation for High-Energy Physics (ICFA-DPHEP, 2009) has 

been setup under the auspice of the International Committee for Future Accelerators (ICFA). This study 

group reflects on data persistence and long term analysis in order to get a common vision on the issues and 

possibly create a multi-experiment dynamics for further reference.  A series of workshops has been taking 

place yearly to exchange experiences between collaborations and research institutes. This group is focused 

on preservation at the large experiment/collaboration level.  

However, each analysis is most frequently performed within the context of a single research group at a 

single research laboratory where it often becomes a confined process. Therefore preservation techniques 

and policies are potentially more easily applicable to this context than to the wider 

experiment/collaboration level targeted by the ICFA data preservation group, which is more targeted to the 

preservation of experimental data and related parameters. 

The iterative nature of Particle Physics analysis is in fact common to many other scientific domains that 

follow similar patterns and that as such may also benefit from the same solutions. Therefore we believe 

that particle physics is a good candidate for demonstrating the advantages of preserving complex scientific 

analysis processes for later replay, reuse, reengineer or rediscover activities. 
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4 The LIP Scenario 

In this section, an in-depth analysis of LIP and its preservation concerns is carried out. 

4.1 Organisation Description 

LIP is a scientific and technical association of public utility that has for goal the research in the fields of 

Experimental High Energy Physics and Associated Instrumentation. 

LIP was created in May 1986. The birth of LIP has merged and boosted the efforts of an embryonic 

community of Portuguese experimental particle physicists. CERN was the first international scientific 

organisation Portugal has officially joined. The history of LIP is thus an unavoidable element of the history 

of scientific research in Portugal. In particular, LIP appears with high relevance in the chapters devoted to 

the internationalisation of and to the great development of advanced training in the last decades.  

LIP has about 170 researchers, including 70 PhDs, in its Lisbon Coimbra and Minho sections. In 2001, LIP 

became an Associate Laboratory of the Ministry of Science, Technology and Higher Education. Through LIP, 

Portugal has been in the first row of the great particle physics projects of the last decades. Its research 

domains include today experimental particle and astroparticle physics, detector development and the 

associated instrumentation, applications to medical physics and advanced computing. The activities of LIP 

are developed in relation not only with CERN but with several national and international organisations and 

large facilities in Europe and elsewhere, such as ESA4, SNOLAB5, GSI6, NASA7, AUGER8 and LUX9. 

LIP main objectives are: 

 ǘƻ Ƴŀƛƴǘŀƛƴ ƛǘǎ ŎǳǊǊŜƴǘ ŎƭŀǎǎƛŦƛŎŀǘƛƻƴ ƻŦ έ9ȄŎŜƭƭŜƴǘέ ƛƴ ǘƘŜ ǊŜƎǳƭŀǊ ŜǾŀƭǳŀǘƛƻƴǎ ŦǊƻƳ ƴŀǘƛƻƴŀƭ ŀƴŘ 

international scientific committees and funding agencies; 

 to continue (and if possible increase) the level of research work produced at LIP measured by the 

total number of scientific publications in international journals, PhD thesis, Master thesis and 

presentations in international conferences authored by LIP researchers on an yearly basis;  

 to assure proper levels of sustainability in what regards funding and human resources at medium 

and long term; 

 to diverse funding sources by increasing the capacity to attract new funding independent from the 

national funding agencies;   

 to increase LIP visibility and promote LIP reputation in the scientific community; 

                                                           

4 European Space Agency, http://www.esa.int 

5 SNOLAB: Sudbury Neutrino Observatory Laboratory, http://www.snolab.ca/ 

6 GSI Helmholtzzentrum für Schwerionenforschung, http://www.gsi.de/en/ 

7 NASA: National Aeronautics and Space Administration, http://www.nasa.gov 

8 AUGER: Pierre Auger Observatory, http://www.auger.org/ 

9 LUX: Large Underground Xenon dark matter experiment, http://luxdarkmatter.org/home.html 
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4.2 Scenario overview 

LIP is interested in the long-term preservation and recovery of the Particle Physics data analysis performed 

by its researchers. The goal is to enable the systematic archival of all the analysis steps in such a way that 

facilitates its replay if and when the need arises. The motivation to revisit past analysis processes may 

happen many years after the initial work had been performed and can be originated by researchers that are 

unaware of the original analysis details. 

A data analysis is a very complex process that may take months or years. The researcher takes a set of 

summarised reconstructed data from the experiment, generally in the form of ntuples
10 or root

11 files (these 

are very popular data formats in particle physics) with collections of sequential events, i.e., sets of particle 

interactions occurring in a brief span of time, typically recorded together by the detector. These files are 

reprocessed according to each researcher needs and goals, using specific software developed by the 

collaboration or by the researcher himself. As a result, new ntuples or root files may be produced, which 

are then used by generic analysis tools such as the ROOT Toolkit12 to build distributions of physical variables 

like particle energy, charge, momentum, position or mass. The researcher may run macros inside the ROOT 

Toolkit to perform experimental and kinematic cuts, study correlations of different physical quantities and 

produce a huge number of histograms. Similarly, huge amounts of simulated data are also produced by the 

researcher so that the measured experimental observables can be corrected for the experimental 

acceptance and smearing introduced by the particle detector apparatus, and assess the real physical 

quantities. 

The analysis studies such as the ones previously described are intensive computing tasks that take 

advantage of different infrastructures, either local or distributed across different sites and gathered 

through a distributed computing middleware (e.g. grid). At local level, researchers use personnel laptops, 

desktops and/or computing farms (Beowulf clusters). The choice of computing resources to use depends on 

the exact actions to be performed. They can be executed interactively (in their laptops, desktops or in 

dedicated servers) in sessions that take a couple of hours, or in batch mode by launching arrays of high 

intensive production tasks (jobs). These batch jobs generally process or simulate events and are submitted 

to a Local Resource Management System or, in some cases, to a distributed computing infrastructure and 

may take several days or even weeks to complete. All computing resources run open source operating 

systems (different Linux flavours) complemented by open source software and/or proprietary software 

developed by experiments but fully open for use inside the collaboration. The local computing operations 

staff is responsible for maintaining the basic infrastructure including the software installations and must 

ensure that they are kept updated, free of vulnerabilities or security issues, and that do provide the 

required functionalities. The local infrastructure management is accomplished with the aid of fabric 

management systems. At LIP, the coherence and cohesion of the software environment is checked and 

                                                           

10 http://wwwasdoc.web.cern.ch/wwwasdoc/hbook/H1Ntuples.html 

11 http://root.cern.ch/download/doc/ROOTUsersGuideHTML/ch11.html#d5e11281 

12 http://root.cern.ch 
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enforced through an automated mechanism developed in house. This guarantees that the different sets of 

machines are kept controlled and in a well-ƪƴƻǿƴ ǎǘŀǘŜΣ ƘƻǿŜǾŜǊ ǘƘƛǎ ŘƻŜǎ ƴƻǘ ƛƴŎƭǳŘŜ ǘƘŜ ǊŜǎŜŀǊŎƘŜǊΩǎ 

notebooks. The experiment specific software that is used on top of the basic infrastructure is installed 

locally by a dedicated expert (usually a local researcher that is more experienced in the collaboration 

software), or via a remote (grid computing) job sent by the collaboration software managers to the local 

grid computing resources. 

The data produced by experiments and owned by the collaboration (i.e., the set of research institutes that 

work under a MoU (Memorandum of understanding) agreement) is normally  replicated worldwide through 

ŘƛŦŦŜǊŜƴǘ ƛƴǎǘƛǘǳǘŜǎΩ ŜƴŘǇƻƛƴǘǎ ǳsing dedicated services (File Transfer Systems) which may take advantage of 

ŘŜŘƛŎŀǘŜŘ ƴŜǘǿƻǊƪ ƛƴ ǇƭŀŎŜ ǘƻ ǇǊƻǾƛŘŜ Dōƛǘκǎ ŎƻƴƴŜŎǘƛǾƛǘȅ ōŜǘǿŜŜƴ ǘƘŜ ƳŀƧƻǊ ƛƴǎǘƛǘǳǘŜǎΩ ŜƴŘǇƻƛƴǘǎΦ At each 

institute, the data is kept in files either across shared file systems (e.g. NFS, Lustre13, AFS) or in more 

specialised storage systems (e.g. dCache14, DPM, castor15). In less frequent cases some calibration data can 

be stored in databases (e.g. mysql, postgres).  The researcher will access these files either from his desktop 

or from other systems at his institute. The researcher may copy or produce files in his own notebook as 

well.  

 If a researcher needs a specific data set not available at his local institute, it can be easily obtained from 

data repositories maintained for the benefit of the collaboration. Therefore most institutes do not need to 

store all the experimental data unless it is being used for an ongoing local data analysis. Even in this case 

only a small subset tuned for the local analysis is temporally stored. Storing experimental data that is not in 

use is considered largely inefficient and unnecessary. In addition the cost of keeping this data in local 

storage can be also very high. Therefore the institutes tend to keep only the data that is produced locally in 

the analysis process and that cannot be obtained anywhere else. Local replicas of experimental datasets 

are frequently erased when no longer required. For instance, in the LHC experiments each institute can 

subscribe for specific data and automatically have the datasets copied to its facilities, when no longer 

needed they can be unsubscribed and deleted. 

An analysis is an iterative process full of advances and redraws generating intermediate data and studies to 

sustain the decisions along the overall process. An analysis has no clear finish line, it is concluded when, 

within the community, it is considered unbiased from any external effect. At this point, the results may be 

published in a scientific article or thesis. The results from an analysis, independently if they are addressing 

new physics phenomena or aiming to increase the accuracy of previous observations, are always target of 

huge scrutiny first by the collaboration and then by the international scientific community. 

The need to replay an analysis is a frequent situation. For instance, a scientific paper or thesis is published 

announcing certain results, and then years later, someone may need to refine these results with new 

                                                           

13 Lustre: a high performance filesystem, http://www.lustre.org 

14 dCache:  a system for storing and retrieving huge amounts of data, http://www.dcache.org 

15 Castor: CERN Advanced STORage manager, http://castor.web.cern.ch/ 
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methods and techniques, or to perform the same study changing inputs because the knowledge has 

evolved. Multiple conditions must be attained to make this analysis resurrection possible: 

 The experimental data must exist as well as a detailed description of its formats. 

 The simulation software and libraries must exist as well as the required input data. 

 The analysis software and libraries must exist as well as the required input data. 

 The environment where all the programs were executed must be known, and systems to run those 

environments must exist. 

When the experiment finishes someone (one institute) assumes the responsibility for the data custodial. 

However there are no clear rules, frameworks or standards for the long term responsibilities related with 

the data storage and/or data access. The availability of the data requires archiving it safely for indefinite 

term jointly with enough information about its format and the tools or libraries necessary to access it. 

There have been cases of information stored with proprietary tools or in media formats that are no longer 

available, making the data recovery extremely difficult. In these scenarios we assume that the experimental 

data will be always available, either because there are copies at LIP or because the researcher will be able 

to access it from some other location. From the LIP (or other institute) point of view its preservation is a 

concern delegated to the collaborations themselves ratƘŜǊ ǘƘŀƴ ǘƻ ǘƘŜ ǇŀǊǘƛŎƛǇŀǘƛƴƎ ƛƴǎǘƛǘǳǘŜǎΩ ŜƴŘǇƻƛƴǘǎΦ 

Once the experimental data is available to a researcher that is willing to retake an analysis, the next steps 

would be: 

 To know what actions were performed in the context of the data analysis, namely what programs / 

scripts were executed and when, and what data was used as input and output in each action. This 

will enable to determine what the sequence of actions within an analysis task was. 

 To determine what versions of programs / scripts / files were available in a given date in the past 

and used in the data analysis tasks. 

 To replay all or some of the analysis actions by re-running the same programs / scripts under the 

same conditions as the original researcher did it in a given date in the past. Or by running 

adapted/modified versions of this same programs, and/or by using different data sets. 

This scenario implies that all user programs, scripts, tools and libraries in source code and binary format 

should be stored with enough documentation to enable further changes, and to replay all the steps in the 

analysis. Moreover, the operating system environment including the development tools, generic libraries, 

and the specific experiment software framework must also be archived. The format must be such that it 

can be later restored to a machine either physical or virtual and rerun. This is a complex problem that could 

be de-constructed in two ways: address what has to be preserved from an infrastructure point of view; and 

determine what has to be preserved from an application / user point of view. 

The infrastructure preservation points towards building a repository for the different types of infrastructure 

services currently in use. These services include preserving meta-information and copies of the operating 

systems, compilers, libraries, tools and analysis tools developed within the research community notably 
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ROOT Toolkit, Geant416 and others. This would allow reproducing a system or systems with the same 

architecture either physical or virtual to enable the analysis resurrection. 

Many analysis processes may require considerable processing capacity and in some cases distributed 

computing infrastructures (DCI) can be used. Distributed computing technology, as used by the CERN LHC 

Computing Grid and by many other scientific collaborations, increase considerably the complexity of this 

scenario. In such a scenario preserving the data, software and running environment becomes a much 

complex problem. Such distributed computing infrastructures are being widely adopted worldwide. In 

Europe, the National Grid Initiatives are offering scientific computing services that explore the potential of 

joining distributed resources across organisations. Therefore, the same type of problems described for 

distributed computing in particle physics are now emerging in many other scientific domains. 

Unfortunately many experiments develop their own distributed computing environments that run on top of 

the DCI thus creating a black box effect. This is the case of the LHC experiments where users submit their 

jobs through CERN web interfaces. Then, dedicated software environments controlled by the experiments 

central services hide and coordinate the infrastructure resources thus making extremely difficult to plug 

any type of external software. For these reasons, at this stage is very difficult for LIP to include LHC grid use 

cases in TIMBUS.  

The preservation of the user context is a complex challenge. In order to determine the exact analysis 

workflow, one would need to assess the user environment at the time of the analysis, user activity history 

and log, what commands were executed and when, user application snapshots, binaries and configurations 

files, what the user application did, what inputs did it needed, what files did it open, what files did it 

generated and where were they stored. The capture of all this information and its preservation along time 

implies the registration and monitor of user activities with obvious issues concerning privacy and 

intellectual property. In this case, we could foresee a scenario where it is the user who triggers the start-up 

of the preservation processes and controls the actions that need to be recorded.  

Regardless of the actual method used to capture and archive the whole analysis process and related 

environment, it must be easy to use, and as much transparent and non-intrusive as possible, as the 

researchers are not going to understand it, in a first moment, as a main priority for them (digital 

preservation is a long term strategic requirement of LIP, but not a short-term concern of the researchers 

until they can be really convinced of its benefits, which as to be provided to them as a service with a 

minimal cost in terms of required effort). 

4.3 Organisation chart 

This section describes the organisational structure of LIP. Figure 2 depicts the organisation chart, which we 

now describe. The LIP General Assembly is constituted by all associates enjoying full membership rights, 

gathering on a yearly basis. The institutions represented in LIP General Assembly are the Fundação para a 

Ciência e Tecnologia (founder), Universidade Técnica de Lisboa, Universidade de Lisboa, Universidade do 

                                                           

16 GEANT4, http://geant4,cern.ch 
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Minho, Universidade de Coimbra and Associação de Empresas Portuguesas do Sector Eléctrico e Electrónico 

(ANIMEE). This Assembly has the competence to elect LIP Management Board and LIP Fiscal Council; vote 

LIP yearly statement of accounts, LIP yearly reports and LIP yearly plans produced by LIP Management 

Board; vote the annual and pluriannual investment plans and budgets; vote the Fiscal Council appreciation 

for the relevant yearly exercise; deliberate regarding the admission of a new associates or the exclusion of 

present associate; define the membership fees; change LIP statutes and regulations and authorise 

collaborations with national or international enterprises or institutions. 

 

 

Figure 2: LIP organisation chart 

 

The Fiscal Council is the body with the responsibility to examine LIP statement of accounts, and present its 

appreciation to LIP General Assembly. LIP Fiscal Council has the right to examine all the accounts books and 

request access to any documentation find useful for the exercise. 

The Management Board is composed by a President and several Directors, reaching a maximum total of 

five persons. LIP Management Board may support their decisions based on the discussions held inside LIP 

Scientific Council or on feedback provided by the Administrative Department. LIP Management Board roles 

consist in manage the daily activity of the institution; manage the institution assets; define the main 

research guidelines for the research activity; elaborate internal regulations, best procedures and practices 

for the daily operation of the institutional departments; guarantee the cooperation of all institution parties; 

write the institutional yearly reports and present the institutional plan for the next year. 
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The Scientific Committee is a consultative body composed by staff persons with a PhD degree (or 

equivalent) or qualified as auxiliary researchers or auxiliary professors. It meets twice a year but discussions 

are held offline all the time. The Scientific Committee main responsibilities are to provide a binding opinion 

on the proposed annual budget, yearly report and yearly plan prepared by LIP Management Board; 

contribute to the development of the institution scientific policy through the discussion of strategic 

development lines and investment priorities and the preparation of documents for guidance; propose new 

areas of research; provide an appreciation on the human resource management policy including approve 

regulations for the recruitments of researchers; defend the legitimate interests of researchers in the 

institution; discuss and contribute to the development of guidance on all matters which concern life and 

activities of the institution. 

The International Advisory Board Committee is an external body composed by well-known international 

scientists with recognised work in LIP areas of expertise. Its aim is to audit the quality of the scientific work 

developed within the laboratory and determine its impact in the scientific community.  

The Administrative Services are responsible for making the accounting which involves the creation of 

financial records of business transactions, flow of finance and summarising the financial position of the 

business at a given moment in time. These administrative duties are done by secretaries.  

Other High-Energy Physics laboratories may have different structures as they depend on national legislation 

and regulations. Still the LIP structure has been inspired on similar research organizations in Europe. The 

upper management structure is thus common to many scientific organizations that also have a general 

assembly, management board, fiscal council, international advisory committee and scientific committee.  

As any other laboratory, LIP adheres to the research collaborations by signing memorandums of 

understanding that define obligations and rights. Under these agreements LIP can participate in the 

collaboration research activities. For experiments this means the right to analyse data under the conditions 

specified by the collaboration. For each experiment an LIP research group is created encompassing the 

researchers that wish to participate. These researchers have to apply to become members of the 

experiment collaboration. An LIP researcher does not have access to all data and software from the 

experiments in which LIP participates. Researchers can only have access to data and software from the 

experiments of which they are officially members. Furthermore the collaborations may enforce certain 

rules, for instance researchers that are members of one experiment may not be also members of a 

competing experiment. Confidentiality requirements in High Energy Physics can be strong and in certain 

cases researchers from different experiments cannot even share offices.  

4.3.1 Scientific Areas  

LIP provides a home for Portuguese particle physics researchers from many origins. Most of the LIP 

researchers are students with grants and teachers from Universities that choose to perform their research 

at LIP. Therefore most research groups are quite independent has they submit and manage their own 

projects that support their participation in experiments.  This results in the natural existence of different 

Scientific Areas of research. The division in scientific areas with several research groups that participate in 
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different experiments is also common to other laboratories. The areas of collaborations at LIP include 

Experimental Particle Physics, Astrophysics, Instrumentation, Medical Physics, Advanced Computing, and 

Outreach and Training. 

4.3.1.1 Experimental Particle Physics  

In the area of Experimental Particle Physics, the participation in the CERN Large Hadron Collider (LHC)17 

research programme is a key activity. LIP participates in the two largest LHC experiments, ATLAS18 and 

CMS19, and has invested 15 years of work in their preparation. The LHC and its experiments are considered 

to be the largest and most complex scientific instruments ever built. LIP is also participating in the 

COMPASS20 experiment also at CERN, in the HADES21 experiment at GSI in Germany.  

4.3.1.2 Astrophysics 

Concerning Astrophysics, LIP is a member of the Pierre Auger Observatory, the biggest worldwide 

observatory dedicated to high energy cosmic rays studies. It also participates in the AMS22 experiment, 

installed in the International Space Station, and searching for evidence of antimatter through the study of 

(not so energetic) cosmic rays. Since 2004, LIP in an important key player near the European Space Agency 

with its studies on environment radiation in space, through contracts also involving the Portuguese industry. 

In the neutrino oscillation field, LIP is involved in SNO+ located in the world deepest underground 

laboratory in Canada. The experiment in a successor of SNO, and should start to collect data from solar 

neutrinos in 2013 in order to increase the precision of the current neutrinos models. 

4.3.1.3 Instrumentation  

Since high energy physics has strong dependence on experimental apparatus most laboratories develop 

know-how on technologies relevant for the construction of particle detectors, related instrumentation and 

computing in identical ways as it is done at LIP. As for the Instrumentation field, LIP has a long history in 

radiation detectors profiting from the experience of a group dedicated to the study of gaseous detector 

since the 1970s. The activities over the last 25 years include the development and upgrading of new 

detector types using different technologies, but also the design, construction and operation of complex 

detectors for international projects. The LIP expertise and leadership in the development of RPC particle 

detectors is internationally recognised. LIP has also competence in the development and characterisation of 

other types of particle detectors such as gaseous detectors, electromagnetic and hadronic calorimeters. 

4.3.1.4 Medical Physics  

                                                           

17 LHC: Large Hadron Collider, http://lhc.web.cern.ch/lhc/ 

18 ATLAS: A Toroidal LHC Apparatus, http://www.atlas.ch 

19 CMS: Compact Muon Solenoid, http://cms.cern.ch 

20 COMPASS: COmmon Muon Proton Apparatus for Structure and Spectroscopy, http://wwwcompass.cern.ch 

21 HADES: High Acceptance Di-Electron Spectrometer, http://www -hades.gsi.de/ 

22 AMS: Alpha Magnetic Spectrometer, http://ams.nasa.gov/ 
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In the field of Medical Physics, LIP is involved in two major projects related to medical imaging, namely on 

positron emission tomography. The aim of both projects is to increase the position resolution decreasing at 

the same time the radiation dose delivered to the patient, and the examination exam. A PET (Positron 

Emission Tomography) scan for mammography based on crystal scintillators is currently in testing phase by 

ICNAS, in Universidade de Coimbra. The other project is based on RPCs and a prototype is already being 

tested on small animals while full body human prototype is being planned. In this field, LIP also has a strong 

activity on radio-protection, radiology, radiotherapy, and environment radiation collaborating with the 

community linked to biomedicine and health technologies including scientific and industrial partners from 

several countries. 

4.3.1.5 Advanced Computing  

Concerning the area of Advanced Computing, the LIP computing group centres its activities around three 

main topics: the operation of the Portuguese Tier-2 for the Worldwide LHC Computing Grid (WLCG)23, the 

operation of a national grid computing service integrated in the Iberian grid infrastructure (IBERGRID)24, and 

the participation in the European Grid Initiative (EGI)25. The Portuguese WLCG Tier-2 shows an excellent 

performance. During 2010 it was the 8th largest processing capacity provider among the ATLAS and CMS 

Tier-2 centres worldwide. In the context of the Portuguese national grid initiative, LIP operates the main 

node for grid computing (NCG) the largest scientific computing infrastructure in the country. This centre is 

providing computing capacity to research communities from multiple scientific domains including the LHC 

experiments. The cooperation with Spain in the context of IBERGRID provides a platform for a common 

participation in the European Grid Initiative (EGI), and sharing of computing resources between both 

countries. LIP has European wide responsibilities in the execution of important EGI global tasks to be 

accomplished jointly with Spain in the context of IBERGRID. The same team that composes the LIP 

Advanced Computing group also operates the LIP information technology services and infrastructures. 

4.3.1.6 Other areas and activities 

LIP has a mechanics workshop in Coimbra specialised in building precision mechanic components for 

detectors and equipment for vacuum and cryogenic systems. LIP has also a small laboratory focus on fast 

electronics to support and create synergies in intersection areas between the different projects. 

Finally, LIP has an area of Outreach and Training which includes dissemination activities towards students, 

teachers and the general public. 

4.4 Stakeholders  

In this section, we describe the stakeholders that have the responsibility of carrying out the processes of 

data analysis. These stakeholders are: the IT Manager, which is responsible for administrating the infra-

                                                           

23 WLCG: Worldwide LHC Computing Grid, http://wlcg.web.cern.ch/ 

24 IBERGRID: Iberian Grid Initiative, http://ibergrid.lip.pt/  

25 EGI: European Grid Initiative, http://www.egi.eu/ 

http://ibergrid.lip.pt/
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structure supporting the analysis; and Student/Senior Researcher, which is responsible for carrying out the 

analysis. We now provide an in-depth description of the mentioned stakeholders, including particular 

digital preservation concerns that they aim to satisfy and the different aspects that might constrain the 

effective addressing of their concerns, which might range from technological to organisational aspects. 

4.4.1 IT Manager (Administrator)   

 The IT Manager (Administrator) actor manages the data centre and is responsible for the hardware, 

ǎƻŦǘǿŀǊŜ ŀƴŘ ŎƻƳƳǳƴƛŎŀǘƛƻƴǎΩ ƛƴŦǊŀǎǘǊǳŎǘǳǊŜΦ IŜ ƛǎ ŀƭǎƻ ǊŜǎǇƻƴǎƛōƭŜ ŦƻǊ ǘƘŜ ǎǘŀŦŦ ǎupporting the services 

used by the researchers, the data preservation context imposes additional implications. 

If by one hand the IT members can minimise the current effort devoted to support users in recovering their 

analysis, on the other hand it requires a service restructuring and some dedicated infrastructure 

investment. The analysis preservation points towards building several repositories layers: to store 

information about the research actions; to store information about the digital objects produced by the 

researchers; and to store information about the different types of infrastructure services used by the 

researcher. This last part may be the most complex and costly one since it include preserving and managing 

meta-information and copies of the operating systems, compilers, libraries, tools and analysis tools 

developed within the research community, and the deploying of specific versions of such frameworks on 

demand. Table 2 describes the concerns of this stakeholder and possible constraints to the addressing of 

the concerns. 

 

Table 2: IT Manager (Administrator) stakeholder concerns and constraints 

Stakeholder Concern Constraint 

IT Manager 

(administrator) 

CN1. Apply Standard policy and rules for preservation 

CN2. Have an information system (tool) to track and monitor 

all the information of the analysis steps done by the 

researcher. This tool can help LIP to improve operating 

efficiency through process standardisation, reduce labour 

costs and increase capacity. Also it could manage predictable 

and repeatable planned sample, test and study workflows, 

and then store these datasets efficiently and securely in a 

database. 

CN3: Have a system to track all the details and changes that 

happen in the LIP computing infrastructure so that past 

environments can be easily reproduced for the purpose of 

resurrecting previous analysis. 

CT1. The policy and 

rules are not enough 

and aligned in order to 

reach the goal of 

preservation, 

CT2. The tool is not able 

to track and monitor all 

the information of the 

analysis work steps, 

CT3. The tool may not 

be reliable enough. 
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4.4.2 Student/Senior Researcher  

The Student/Senior Researcher is responsible for performing the analysis or retaking the analysis from a 

previous researcher. The preservation of the analysis (preservation of information about the workflow of 

actions performed by the researcher, the preservation of the environment where those actions were 

executed and the preservation of the intermediate and final digital objects produced during the research 

activity) must be a win-win situation for the research groups and for the individual researchers. The obvious 

advantages for the researchers is that it becomes possible for them to easily go back to the conditions of a 

past local analysis, reproduce it or redo it if necessary with minimum effort. This is something that is 

presently done at very high cost since it is a time consuming process. Moreover, the success of the analysis 

revisit is dependent of the information that the researcher or research group were able to capture at the 

time the analysis was done, and how they can access it during the revisit. Another important advantage is 

that, if a key researcher leaves the institution or the group where it was working, his work is partially 

preserved, and someone else can continue it with minimum effort. All those advantages will, at the end, 

lead to better and more accurate scientific results since it is possible to cross-check and correlate different 

analysis. Table 3 describes the concerns of this stakeholder and possible constraints to the addressing of the 

concerns. 

 

Table 3: Student/Senior Researcher stakeholder concerns and constraints 

Stakeholder Concern Constraint 

Student/Senior 

Researcher 

CN3. Preserve local analysis 

CN4. Reuse of the same data 

or process for new research 

CN5.Guarantee authenticity 

and trustworthiness of 

ingested data CN6. Data 

Transfer 

CN7. Prove the correctness 

of the analysis process itself 

if later needed 

 

CT4. Unable to Preserve the analysis user programs, 

tools, scripts, libraries in source code and binary 

formats, the operating system environment details, the 

sequence of actions within an analysis task (local 

analysis or workflow of the analysis). 

CT5. Unable to maintain the sequence steps of the local 

analysis work 

CT6. Unable to re-use and load the data for the new 

research due to the damage/corrupt data from the 

previous research or due to the inexistence of capable 

hardware. 

CT7. Lose any content or context, during the transfer 

information between organisations. 

CT8. Privacy concerns regarding what actions and data 

is effectively preserved. 
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4.4.3 Institution Manager  

Finally, the Institution Manager is the manager of LIP, which has to ensure that the goals of the organisation 

are achieved. The day to day business is run smoothly and to remove any obstacle which come on the 

way. Table 4 describes the concerns of this stakeholder and possible constraints to the addressing of the 

concerns. 

Table 4: Institution Manager stakeholder concerns and constraints 

Stakeholder Concern Constraint 

Institution 

Manager 

CN7. The preservation is also a 

win-win situation for the 

manager since it guaranties 

that the scientific know-how 

produced within the institute 

continues inside the institute, 

and does not leave even if the 

researcher or research group 

migrates to somewhere else. 

CT8. Adapt the organisation employees to the 

preservation tools and rules in the future is a very hard 

work, and have risks to fail. 

CT9. High resistance of the research groups to accept 

digital preservation tools and policies. 

CT10. Not enough financial capacity to perform a 

complete preservation of the whole processes and 

related data. 

CT11. Legal issues (IP, etc) arising from the access to the 

preserved data. 

4.5 LIP Business Scenario Use Cases 

This section describes the high level use case of the LIP, how the data is obtained, analysed, and produced 

by a student or senior researcher, as shown in Figure 3. Table 5 provides a description of the actors and 

Table 6 provides a description of the use cases. 

 

Figure 3: LIP high-level use case 

 uc LIP Use Cases

LIP

Student/Senior 
Researcher

UC-LC-1 - 
Obtain Data and 

Software

UC-LC-2 - 
Analyze Data

UC-LC-3 - 
Produce Final 

Data
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Table 5: Description of the actors involved in business scenario use case 

Actor Description 

Student/Senior 

Researcher 

This actor is responsible for  performing the analysis or  retaking  the analysis from a 

previous researcher 

 

Table 6: Description of the business scenario use cases 

Use Case Description 

UC-LC-1 - 
Obtain Data 
and Software 

The goal of this use case is trying to obtain the initial items necessary for analysis (data 
sets, tools and programs, libraries, etc.) and also taking information from a published 
paper/thesis or taking the items (data sets, programs, libraries, etc.) from a researcher 
ǿƘƻ ƭŜŦǘ ǘƘŜ ǇǊƻŎŜǎǎ ƛƴ ǘƘŜ ƳƛŘŘƭŜ ƻŦ ǘƘŜ ǿƻǊƪ ŀƴŘ ŘƛŘƴΩǘ ŦƛƴƛǎƘΦ 5ŀǘŀ products and 
software can also be obtained from the experiment storage locations.  

UC-LC-2 - 
Analyse Data 

It is a use case for performing the activities to produce physical results starting from the 
initial data. Such as running analysis tools including several programs (aimed for 
simulations or other high intensive computing tasks), toolkits and scripts, producing 
physical results from running tools using the initial data and which leads to the 
production of different (intermediate or final) data, studying the produced data, 
(through the creation of histograms, data plots and applying statistical methods like 
different kind of mathematical fits)   in order to obtain the physical results. 

UC-LC-3 - 
Produce Final 
Data 

This use case includes making the final result after doing revision, which is a decision 
making process depending on a giving criteria and can lead to an iterative process where 
the collaborators as an actor consult with the researcher and he/she decides to repeat 
the analysis or not. Finally when the collaborators considered the analysis unbiased from 
any external effect the researcher will produce the final results. 

Figure 4: LIPs main processes overview 

 BPMN BPMN LIP Business Processes

BP-LC-1 - Obtain
Data and Software

BP-LC-2 - Analyze
Data

BP-LC-3 - Produce
Final Data
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4.6 Business Scenario Processes 

Each of the use cases defined and described in the previous section can be further detailed using business 

process models. The sections below describe the sequence of activities followed for each use case. Figure 4 

depicts the overview of the processes. 

4.6.1 BP-LC-1-Obtain Data and Software 

The data can be retaken from the previous work of other researchers or obtained from the experiment. 

Therefore either the data products are already at the laboratory where the analysis will be performed or 

they need to be fetched from one of the experiment production storage locations usually at large 

international laboratories. The data itself can be real reconstructed data, simulated data or calibrations, 

geometry, etc. Along with data, specific analysis software can be obtained and prepared to be used. Figure 

5 depicts this process. 

Figure 5: Obtain Data and Software 

4.6.2 BP-LC-2 - Analyse Data 

Once the required data is obtained, it goes through the analysis process, which requires, running analysis 

tools including several programs, such as simulations or other high intensive computing toolkits, which will 

produce physical observables. Then, the researcher will revise the physical observables and, if found 
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necessary, the analysis step is repeated using input from the researcher. New analysis software might also 

be obtained and prepared if needed. Figure 6 depicts the described process. 

 

Figure 6: Analyse Data 

4.6.3 BP-LC-3 - Produce Final Data 

The new data will then go to a decision making process which the data will be revised by other collabora-

tors and if it was acceptable by them, the final data is produced, if not the data analysis have to be re-

peated and again consulted with the collaborators and finally produced. Figure 7 depicts this process. 

 

Figure 7: Produce New Data 
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4.6.4 Analysis Process 

Figure 8 describes the whole analysis process in detail. The workflow usually starts with a student or senior 

researcher who wants to perform a new analysis or wants to retake the previous work of other researchers 

from LIP or different International Institution. The first step is to obtain data and software which is the 

process of retrieving the initial necessary items for analysis such as data sets, tools and programs, libraries 

and so on. This data could be taken from a published paper, thesis or from a researcher who left the 

ǇǊƻŎŜǎǎ ƛƴ ǘƘŜ ƳƛŘŘƭŜ ƻŦ ǘƘŜ ǿƻǊƪ ŀƴŘ ŘƛŘƴΩǘ ŎƻƴŎƭǳŘŜ ƛǘΦ CƻǊ ƛƴǎǘŀƴŎŜΣ ŀ ǎŎƛŜƴǘƛŦƛŎ ǇŀǇŜǊ ƻǊ ǘƘŜǎƛǎ ƛǎ 

published announcing certain results, and years later, someone needs to refine these results with new 

methods and techniques, or to perform the same study changing inputs because the knowledge has 

evolved. 

 

Figure 8: Analysis Process 
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The next step is the analysis, which means performing the activities to retrieve physics results from the 

initial data. It usually includes running many programs and applications such as data analysis tools, 

simulation tools, etc., in order to produce new data.  The new data is studied through the analysis of the 

physical observables there-in; this study includes the production of, for example, histograms, and applying 

statistical methods to the physical observables distributions, a step that may require using again 

applications for the production of new data in order to obtain the results. Sometimes, during this process, 

the researcher realises that the analysis has to be repeated (because of a bad decision in the past or simply 

because the new data is an intermediate item needed as input in the next step of an iterative analysis). 

The activity άwŜǾƛǎƛƻƴ ƻŦ ǘƘŜ wesultsέ is a decision making activity that, depending on a given criteria, can 

lead to an iterative process where fellow collaborators are consulted to decide on whether further analysis 

steps are needed. Finally when the collaborators consider the analysis unbiased from any external effect 

the researcher will produce the final results. At this point, the results are eligible for reporting and 

dissemination, such as to appear in a scientific publication, like a paper, or in a thesis, or to be presented in 

a public conference. 

4.7 Technical Environment 

The LIP scientific computing infrastructure comprises three data centres. Two of them are co-located at the 

LIP research centres in Lisbon and Coimbra. A third data centre in Lisbon (NGC) is operated by LIP as a 

national grid computing service. Its capacity is thus shared with the scientific community. The three data 

centres are interconnected by a high speed ten Gigabit private network provided by the Portuguese 

Academic Research Network (FCCN), and are fully integrated in the European Grid Initiative infrastructure 

(EGI). As such their computing and storage resources can be accessed both locally and/or remotely using 

sophisticated grid middleware. Figure 9 depicts the infrastructure. 

 

Figure 9: LIP distributed infrastructure 

 

These centres are part of the worldwide LHC Computing Grid (WLCG), the CERN grid infrastructure that 

supports the production chain for the LHC experiments data processing and simulation. In this context LIP is 

a resource provider to the ATLAS and CMS experiments production services. For physics analysis and 

depending on the experiment, LIP users can perform the analysis data processing at the LIP data centres or 
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in certain cases in grid centres worldwide (including LIP). However in most experiments and at most 

laboratories the facilities used to support the analysis are local computing farms. 

Each LIP data centre has a Beowulf type cluster composed of processing nodes interconnected by a fast 

local area network. The cluster is a batch system managed by a local resource management system (LRMS). 

Depending on the site the LRMS is implemented either with Grid Engine (GE) or Torque. From the user 

point of view the interface with these two LRMS is very similar. 

Large datasets are stored in a high performance file system (Lustre) composed of many servers with directly 

attached disk arrays. Each server is connected to the LAN via ten gigabit Ethernet. Smaller files such as user 

programs, general software and smaller datasets are stored in more common network file systems (NFS). 

These file systems are also used for the user home directories, and common software area. Overall the LIP 

data centres have a combined capacity of about 1 PetaByte of storage of which 450TB are used for analysis. 

Figure 10: !ǊŎƘƛǘŜŎǘǳǊŜ ƻŦ [LtΩǎ ŘŀǘŀŎŜƴǘŜǊǎ 
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accessible to the central interactive services and to the user desktops. In addition users frequently copy 

parts of their work to their private notebooks so that they can work offline at home or while travelling.  

Virtualisation is heavily used to run most of the services excluding the storage nodes and most of the 

processing cluster. Some cluster nodes are virtualised to profit from idle CPU available in the virtualisation 

servers and to provide older processing software instances for backwards compatibility purposes. The 

virtualisation clusters are backed by storage networks (GFS and OCFS). Finally, a data backup system 

(AMANDA) performs nightly copies of non-transient data. The whole computing infrastructure is based on 

open source software solutions. The operating system distribution used at the LIP datacenters is Scientific 

Linux (SL). The SL distribution is basically RHEL (Redhat Enterprise Linux) recompiled from source and 

assembled by Fermilab and CERN. Figure 10 depicts the architecture of the datacenter. 

Besides the systems and services provided by the datacenters the LIP researchers can also use their 

desktops to perform development and execute less demanding analysis tasks. Depending on group and 

researcher requirements the desktops can be installed with the Scientific Linux or Fedora operating 

systems. Most of the notebooks are personal hardware purchased by the researchers. The notebooks are 

maintained mostly by the researchers themselves although they frequently resort to the LIP IT services for 

support. The set of operating system is wider and includes mostly Fedora, Ubuntu and MacOS. 

4.8 Data Representation 

A great variety of data representations are used in LIP, with the amount of the data being very high in 

terms of size and types. The type of data depends from one experiment to another experiment. Table 7 

summarises an example of the data concerning the type and the representation. 

The format of raw data is a proprietary format of the collaboration normally dictated by the data nature, 

the way it is accessed and by detectors and acquisition performance criteria, resulting in specific raw data 

formats to each experiment. Calibration data can range from plain ASCII to binary files passing through 

databases of different types. Processed data (reconstructed raw data and simulated data) are normally 

organized in data sets gathering group of files produced under the same context or scope.  The most 

common format used nowadays in Particle Physics are root files (ntuples are also with much less 

frequency). A root file is like a UNIX file directory. It can contain directories and objects organized in 

unlimited number of levels, stored in machine independent format (ASCII, IEEE floating point, Big Endian 

byte ordering). These files are collections of sequential events. An event is the recorded result of a specific 

particle collision that happened in the experiment. The event is the most basic data processing unit. The 

researcher can use the collaboration software to further process reconstructed and/or simulated data, to 

produce different root files aimed to his specific analysis or to generate histograms using the root toolkit, 

and/or in certain cases, other commercial software. 

Analysed data is the result from the researcher analysis which can range from new .root files, to several 

documentation formats (.doc, .tex, .txt, .pdf, ,xls...) passing through several picture image formats used to 

store plots and histograms (.ps, .png, .jpeg...).  
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Table 7: Typical data registered for a data analysis 

Data 

Stage 
Description #per day Representation Notes 

Raw Data Detector experimental data 

Depends from 

experiment. Few 

MB to many TB 

Experiment specific 

data formats 

LIP is not responsible 

for storing this data 

the international 

collaboration will be 

storing it. 

Calibrated 

Data 

Is the result of measuring with  

geometry detector, thresholds, 

slow control measurement 

Constant 

(few gigabyte) 

Experimental specific 

data formats, My SQL 

database 

LIP is not responsible 

for storing this data 

the international 

collaboration will be 

storing it. 

Processed 

Data 

Transform from raw data. 

Simulated data is normally 

produced also at this point. 

The level of processing 

depends on the experiment 

and on the analysis objectives.  

Depends fully on 

ǘƘŜ ŀƴŀƭȅǎƛǎΣ ŎŀƴΩǘ 

be defined 

Experimental specific 

data formats, 

.ntuples, .root 

LIP is responsible for 

storing part of the 

data. 

Analysed 

Data 

Is the final data or the result 

that are shown in tables, 

histograms, plots 

Few gigabyte 
.root, .pdf, .ps, .tex, 

.doc, .txt, .xls 

LIP is responsible for 

storing all of the data 

 

4.9 Data storage 

The analysis processes are performed on processed data obtained from the experiments. The data from the 

experiment is copied to the laboratory where the analysis will be conducted. In most laboratories there are 

several types of data storage systems available to the researchers. The storage systems currently deployed 

at LIP are described in Table 8. The criteria to decide where the data should be stored depend  on many 

factors. Typically large files are placed in high performance distributed storage systems (such as Lustre), 

while smaller files and code are stored on more common file systems (such as NFS). At LIP like in most 

other laboratories the storage used to support the analysis processes belongs to the specific research 

groups. That means that this storage capacity is  purchased by the research groups using funding from their 

own research projects. Therefore the availability of a certain type of storage for analysis purposes also 

depends on the actual research group economical capabilities and management strategy. Regardless of 

being group owned, all these storage systems are deployed and manage by the LIP IT services on behalf of 

the research groups. This economical aspect has a strong impact on how long data can be stored.  
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Table 8: Storage systems available at LIP 

Storage type Implemented at LIP by Used for 

High Performance 

Distributed Storage 

Lustre file system Large data files 

Classic Distributed file 

system 

NFS Home directories, smaller data files, software, programs, 

scripts, libraries, documents, plots, papers, etc 

Backup tape library Amanda Daily backups of NFS and Lustre 

Storage Area Network iSCSI Virtualization and services 

Desktop storage Desktop local disks Scratch space 

 

The current strategy for long-term storage of past analysis is to leave the important information on the 

storage space where the analysis was conducted for as long as possible. That means that the information is 

mostly kept on storage systems that belong to the specific research group. However, in order to fulfil 

present analysis tasks, the research groups may need capacity that can only be obtained by either acquiring 

more storage capacity or deleting older data. Since economic capacity is always limited, older data that is 

no longer in use and that can be obtained from the experiments central services is frequently erased. The 

storage ecosystem evolves over time. In the future different storage technologies with different interfaces 

will be used. Older and newer systems may coexist for some time. When a system is retired its data is 

usually copied άŀǎ-ƛǎέ to the new storage system. The ecosystem of IT technologies used in particle physics 

laboratories is wide. At other high energy physics laboratories different storage technologies can be used 

for the same purposes described here. Merely as an example: 

 AFS is frequently used instead of NFS; 

 GPFS can be used instead of Lustre; 

 Instead of a high performance file system, very specific storage solutions such as Castor26 

(developed by CERN) and dCache27 (developed by Desy, Fermilab and NDGF), or others can be 

used.  

In addition researchers may use their notebooks or home computers to perform less demanding analysis 

tasks especially when at home or when travelling. Researchers are encouraged to synchronize the data in 

these systems with the LIP data storage systems. 

Table 9 shows the LIP distributed file systems and the systems where they are mounted. If file systems is 

not mounted in a specific service then data access can be performed via SSH (Secure Shell). For instance a 

                                                           

26 http://castor.web.cern.ch/ 

27 http://www.dcache.org/ 
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file can be copied to a notebook by performing an SCP (Secure Copy) between the notebook and an 

interactive processing node. 

Table 9: File system mount points at LIP 

Systems and services Lustre NFS 

Software 

NFS 

User homes 

NFS 

Group data 

NFS 

Scratch 

Desktop 

Disks 

Farm nodes X X   X  

Interactive processing nodes X X X X X  

External login nodes X X X X X  

Desktops  X X X X X 

Notebooks       

 

At sites where the storage is implemented with systems such as dCache, Castor etc instead of POSIX file 

systems the mount points for data volumes do not exist. Instead the users use command line tools to 

access and manipulate the data files. In some cases the user programs and tools can be compiled with 

libraries that enable direct access to those storage systems. 

In less frequent cases some of the analysis processing steps can be performed remotely at the location 

where the original data (or a replica) is stored. This may happen if there is no capacity at the home 

laboratory to store and process the data, and if the remote computing capacity can be used for such 

processing tasks. In these cases data has to be copied to the remote location, processed remotely and then 

the results have to be copied back. There is no permanent remote data storage for data analysis. Files 

copied to remote locations (eg using grid services) can be erased or lost without notice. The LIP Lustre file 

system is coupled with a grid Storage Resource Management (SRM) system which allows file access from 

remote grid sites or from systems where grid client software is available. Moving data to and from grid 

storage can be very similar to moving data between the LIP internal storage systems. Files can be copied, 

listed, and deleted from the command line using grid client tools. Large experiments tend to develop their 

own storage management middleware effectively hiding much of the underlying grid operations thus 

creating a black box effect that makes harder to understand data movement operations. 

Grid files can be identified by Storage URLs (SURLs) or logical file names. Logical filenames can be 

associated to SURLs via grid file catalogues. Unfortunately the grid file catalogues are developed and 

controlled by the experiments and they do not follow any type of standard.  

The use of SQL databases to support analysis activities is not frequent. Nevertheless LIP has a SQL database 

hosting system that can be used at request by the research groups. 
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4.10 Software 

Each experiment has unique characteristics and thus needs to develop its own simulation, data 

reconstruction and analysis frameworks. Specific software is developed using the programming language 

(e.g., Java, C, C++, Python, Perl ...) that best serves the analysis needs in terms of reliability, robustness and 

performance. It is also frequent to find software with different modules developed in different 

programming languages as a result of its evolution with time. The software is offered to the researchers as 

binaries compiled in different architectures, or as source code where advanced researchers can compile 

and use it in non standard infrastructures.  These frameworks may use other more generic frameworks. For 

instance many experiments make use of the Geant4 simulation Toolkit in their specific simulation software. 

Each research group has its own software storage space where the source code, libraries and executables 

can be stored for use by the group members. The management of experiment specific software is left to 

the research groups themselves. In certain cases the experiment software can be remotely installed by the 

experiment central services. More recently the use of software caches is becoming popular. The CernVM-

FS28 caching system uses a network of HTTP proxies to distribute the experiments software releases which 

then become available at each location through a read-only file system.   

Depending on each experiment different software distribution approaches are used. In any case the 

software appears to the researcher in a file system tree. In most cases the researcher has to develop 

software that is then compiled either with the experiment toolkit or with some more generic toolkit to 

produce the executables needed for the intended data processing step. Many steps across an analysis may 

require development or changes in programming code and the creation of executable files.  

The C++ language is heavily used in the particle physics community and the Java language is also becoming 

increasingly popular. However, Fortran code is still used in many software packages. 

For the last steps of analysis such as production of histograms the ROOT Toolkit is the most popular. 

Therefore most analysis end up producing data files in formats compatible with this tool.  ROOT Toolkit 

allows the researcher to create C++ like programs to analyse the data which are then ran inside the tool. 

With ROOT, users can: 

 Save data (and any C++ object) in a compressed binary form in a ROOT file.  The object format is 

also saved in the same file.  ROOT provides a data structure that is extremely powerful for fast 

access of huge amounts of data - orders of magnitude faster than any database. 

 Access data saved into one or several ROOT files from a PC, from the web and from large-scale file 

delivery systems used e.g. in the GRID.  ROOT trees spread over several files can be chained and 

accessed as a unique object, allowing for loops over huge amounts of data. 

 Process data using Powerful mathematical and statistical tools provided to operate on data.  The 

full power of a C++ application and of parallel processing is available for any kind of data 

                                                           

28 http://cernvm.cern.ch/portal/filesystem 
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manipulation.  Data can also be generated following any statistical distribution, making it possible 

to simulate complex systems. 

 Show results with histograms, scatter plots, fitting functions, etc.  ROOT graphics may be adjusted 

real-time by few mouse clicks.  High-quality plots can be saved in PDF or other format. 

 Interactive or built application using the CINT C++ interpreter or Python for your interactive 

sessions and to write macros, or compile your program to run at full speed. 

Table 10 lists software commonly used in experimental particle physics. This software list is by no means 

extensive and many other software packages are used in the particle physics domain and can be used in 

particular experiments. Repositories such as Hepforge29 or the LCG development portal30 host software 

development projects for particle physics. 

 

Table 10: Common software in experimental particle physics 

Software Description 

ROOT Provides a set of OO frameworks to handle and analyze large amounts of data in a very efficient 

way. Having the data defined as a set of objects, specialized storage methods are used to get 

direct access to the separate attributes of the objects. http://root.cern.ch/drupal/ 

Electron Gamma 

Shower (EGS) 

EGS is a Monte Carlo code for doing simulations of the transport of electrons and photons in 

arbitrary geometries. http://rcwww.kek.jp/research/egs/ 

Geometry And 

Tracking (GEANT4) 

A toolkit for the simulation of the passage of particles through matter. http://geant4.cern.ch/ 

Cosmic Ray 

Simulations for 

Kascade 

(CORSIKA) 

Detailed simulation of extensive air showers initiated by high energy cosmic ray particles. 

http://www -ik.fzk.de/corsika/ 

A Class Library for 

High Energy 

Physics (CLHEP) 

Utility classes for general numerical programming, vector arithmetic, geometry, pseudorandom 

number generation, and linear algebra, specifically targeted for high energy physics simulation 

and analysis software. http://proj -clhep.web.cern.ch/proj-clhep/ 

FreeHEP Open source Java library designed to make programming high energy physics applications 

easier. http://java.freehep.org/ 

Colt Colt provides a set of Open Source Libraries for High Performance Scientific and Technical 

Computing in Java. http://acs.lbl.gov/software/colt/index.html 

                                                           

29 http://www.hepforge.org/ 

30 https://savannah.cern.ch/ 

http://root.cern.ch/drupal/
http://rcwww.kek.jp/research/egs/
http://geant4.cern.ch/
http://www-ik.fzk.de/corsika/
http://proj-clhep.web.cern.ch/proj-clhep/
http://java.freehep.org/
http://acs.lbl.gov/software/colt/index.html
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JhepWork Java based interactive framework for scientific computation, data analysis and data 

visualization designed for scientists, engineers and students. http://jwork.org/jhepwork/  

JAS3 JAS3 is a general purpose, open-source, data analysis tool. http://jas.freehep.org/jas3/ 

Abstract 

Interfaces for Data 

Analysis (AIDA) 

Abstract interfaces for common physics analysis objects, such as histograms, ntuples, fitters, IO 

etc. http://aida.freehep.org/ 

CERNLIB A large collection of general purpose libraries and modules maintained and offered in both 

source and object code form on the CERN central computers. Although development has been 

discontinued the libraries are still used. http://cernlib.web.cern.ch/cernlib/ 

PYTHIA PYTHIA is a program for the generation of high-energy physics events, i.e. for the description of 

collisions at high energies between elementary particles such as e+, e-, p and pbar in various 

combinations. http://hom e.thep.lu.se/~torbjorn/Pythia.html 

Ariadne A program for simulation of QCD cascades implementing the colour dipole model. 

http://home.thep.lu.se/~leif/ariadne/index.html 

HERWIG and 

HERWIG++ 

Monte Carlo package for simulating Hadron Emission Reactions With Interfering Gluons. 

http://hepwww.rl.ac.uk/theory/seymour/herwig/ 

Sherpa Monte Carlo event generator for the Simulation of High-Energy Reactions of PArticles in lepton-

lepton, lepton-photon, photon-photon, lepton-hadron and hadron-hadron collisions. 

http://sherpa.hepforge.org/trac/wiki 

HepMC The HepMC package is an object oriented event record written in C++ for High Energy Physics 

Monte Carlo Generators. http://lcgapp.cern.ch/project/simu/HepMC/ 

  

http://jwork.org/jhepwork/
http://jas.freehep.org/jas3/
http://aida.freehep.org/
http://cernlib.web.cern.ch/cernlib/
http://home.thep.lu.se/~torbjorn/Pythia.html
http://home.thep.lu.se/~leif/ariadne/index.html
http://hepwww.rl.ac.uk/theory/seymour/herwig/
http://sherpa.hepforge.org/trac/wiki
http://lcgapp.cern.ch/project/simu/HepMC/
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5 Preservation Scenario 

The analysis processes followed by researchers at LIP have been presented in section 4.6.4. For its precise 

comprehension we will discuss the different preservation scenarios that a typical instance of an analysis 

may provide. In particular, we will detail the research activity performed by LIP researchers involved in the 

SNO+ (SNOplus)31 Collaboration, responsible for the evaluation of the physical background for neutrino 

detection using the SNO+ detector. This instance will allow understanding the general analysis workflow, 

and how it applies to other analysis instances executed by different researchers. 

 The Sudbury Neutrino Observatory Laboratory (SNOLAB) is a world-class deep underground science facility 

specialized in neutrino and dark matter physics. The SNOLAB is located at a depth of approximately 2000 

meters inside the INCO's Creighton nickel mine near Sudbury, Ontario, Canada. It is the deepest large-scale 

international facility in the world. The cleanliness that SNOLAB affords allows extremely rare interactions 

and weak processes to be studied. The first SNO experiment was a great success. It ǊŜǎƻƭǾŜŘ ǘƘŜ ΨǎƻƭŀǊ 

ƴŜǳǘǊƛƴƻΩ ǇǊƻōƭŜƳ ŀƴŘ ǇǊƻǾƛŘŜŘ ŎŀǘŜƎƻǊƛŎŀƭ ŜǾƛŘŜƴŎŜ ǘƘŀǘ ƴŜǿ ǇƘȅǎƛŎǎ ŜȄƛǎǘŜŘ ōŜȅƻƴŘ ǘƘŜ ǎǘŀƴŘŀǊŘ ƳƻŘŜƭ 

of particle physics. A new experiment named SNO+ (SNOplus) is being currently deployed. 

The preservation scenario details the research activity performed by LIP researchers for the evaluation of 

the radiation background for neutrino detection with the new SNO+ detector. This work took place during 

the design of the experiment and aimed to validate the intended design which included the reuse of 

physical components from the previous SNO detector. 

SNO+ (SNOplus) is an ongoing collaboration aiming to upgrade the Sudbury Neutrino Observatory 

experiment (SNO) designed to detect neutrinos produced by fusion reactions in the sun. A neutrino is an 

electrically neutral, weakly interacting elementary particle, either created: 

 as a result of certain types of radioactive decays; 

 in nuclear reactions such as those that take place in the Sun; 

 or when cosmic rays hit atoms.  

Most neutrinos passing through the Earth emanate from the Sun at a flux of 65 billion solar neutrinos per 

second per square centimetre. Because neutrinos do not carry electric charge they are not affected by the 

electromagnetic forces that act on charged particles such as electrons and protons, and are only affected 

by the weak sub-atomic force which is relatively weak at the subatomic scale. Neutrinos are therefore able 

to travel great distances through matter without being affected by it, and due to that property, are very 

hard to detect. 

To increase the probability of neutrino detection and shield the detector from cosmic rays background 

radiation, the SNO+ experiment is deployed deep underground in SNOLAB. The infrastructure used on the 

experiment must be extremely clean to reduce background from radioactive elements present in the 

environment and in the detector components themselves, which would otherwise hide the very weak 

                                                           

31 http://snoplus.phy.queensu.ca/Home.html 


















































